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Introduction Fast oscillations not simulation artefacts Delay distribution determines oscillations Oscillations depend on delay parameters

Extremely fast oscillations in spike neuronal activity (> 200 Hz) are observed Spiking network simulations usually use a fixed time-grid and restrict synaptic delays to We investigate the origin of extremely fast oscillations combining mean-field theory and linear response We extend our analysis from a single parameter set for each of four delay distributions to a
In some spiking network models, but seem to lack in experimental recor- multiples of the grid step. We tested several implementation variants to test for theory, extending results by Bos et al [2]. They expressed network dynamics in Fourier space as systematic analysis of how existence and properties of a peak at very high frequencies
dings. This raises the question whether these oscillations are an artefact of ' ' ' ization. depends on the details of the delay distribution. We focus on the truncated Gaussian

ing 0| potential artefacts of time discretization R(w) = Md( a))(R( w) + X( a))) P y

the network model or the simulation technique employed or whether they
may be overlooked in experimental recordings due to lack of data.

Discrete spike times, discrete delays (default simulation) distribution and again modify only connections between inhibitory populations.

Spike times bound to 0.1 ms time grid, delays rounded to nearest multiple of 0.1 ms. where R(w) is the vector of population firing rates, X(w) noise and M () the effective

To better understand these observations, we first use simulations of the Conti - _ I connectivity matrix incorporating delays with elements 1? fr’:::‘:':;z;‘:;itg’:pae';z amplituds of ';'eﬂ';y
: : . . . . C : 10-1 - _ _
cortical microcircuit model by Potjans and Diesmann [1] to eliminate possible So.rl\(tln.uous splbe tlrges, ldlscre_tg glelays e Hiole of 0.1 > iy o H=3.9,0=3.0  gistribution. Top: PSD for population L4l for
simulation artefacts. We then downsample data from these simulations to pike times not bound to time grid, delays rounded to nearest multiple of 0.1 ms. M, (@) = M) e " “p(y)dy . T 10 U=39,0=02  foudiferent parameter combinations for |
explore the effect of reduced amounts of data. Discrete spike times, continuous delays —° & 10 H=0.2,0=0.2 " ;opination (u = 3.9ms, o = 0.2 ms)
- : : : : : : : . - : - ' : ‘i : - - - ' ' — | =0.2,0=3.0 shows a clear high-frequency peak, while
Building on work by Bos et al [2], we then investigate how difference in delay Spike times implicitly bound to 0.1 ms time grid, continuous range of delays. Here, Mij(a)) is the effective connectivity matrix and p(y) the delay distribution. The PSD is given by . M e 33.0 121 : resﬁlfs .
d|str|butlonfstlrl]wfluence_s”tr;.e presence of TXtredmtelychSt 030'”3"'?”?;"‘(3' test Ifor Continuous spike times, continuous delays C(w) = (Y(@)Y!(—w)) with activity Y(w) = R(w) + X(w). "0 100 200 300 400 500 fée?tuenf:é" pelfkit;st abovet100 Hz-f
resence Oor these osclllations In a complex, aata-driven modadel or the visua ' ' : ' i i i . .. . Frequency [Hz ottom: RESUILS Ot parameter scan for a
P P Spike times not bound to time grid and continuous range of delays. We tested truncated Gaussian [1, 2], exponential, uniform and delay distributions, X y [Hz] range of parameter combinations for the
SyStem [3] . . . . er s . T . truncated Gaussian delay distribution applied
. . Extremely fast oscillations (EFOs) are present for all four implementations and power modifying only delays for connections between inhibitory populations. to all projections between inhibitory
Results presented here are based on the master thesis of Runar Helin [4]. spectra differ only minimally. EFOs are thus no discretization artefacts. populations. The amplitude of the high-
frequency peak is shown to the left (red), its
I I I I Tel - - - - - =l - location to the right (blue). Whit Kk
Experimental Simulated Exemplary experimental and simulated spike For all further simulations, we employ the simulation mode for efficiency. PSD for different delay distributions Eigenvalues of propagator & connectivity matrix o e o oroduoing a
I ' e nlniieaao oL 5T trains. Left: Spike activity recorded from 86 single o eak bevond 100 Hz.
=3 QI units in motor cortex of a macaque monkey during a X [23E (23] ACtIVIty can be expressed as Y(G)) = P(G))X(G)) g d
D | c |F delayed reach-to-grasp task [5], for 100 ms (top) and — | 107 1 1.
= g 1000 ms (bottom) showing now discernible ORET IR LN 4 L 1071 [23E _ for propagator P(a)) — (l] — Md l](a))) with
2 o I oscillations. Right: Spike activity from 2000 neurons in SO i 3 107 . ’
@) = M L4l of the cortical microcircuit model [1] showing L23- pAaul O i = eigenvalues 1/(1 — /1]{(0))) where /Ik(a)) are
0 20 40 60 80 100 o‘ 50 40 €0 80 100 stripes at roughly 6 ms intervals corresponding to g 30 | | BRI PN — 1073 - / “ \ - &
T 1 extremely fast oscillations. S E\// *\%
a e 10 b ° |, 10-5 S S S — — 1 3
?C) : S | 2 g_ - 10! - L4E | - L4] 10 Truncated Gauss | ; Exponential
c s o ] ] = = m =
= < 15 =0 = 1w - No f ] h | del
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L5E L5l o Hal 5 = 10 | Z == than within a local microcircuit. To explore the z
= ] - Z O 10731 ]
- - . . L23 1 3 B o1le? Y 4 effects of very heterogeneous delays, we explore a a ,/' "ot
Cortical microcircuit model c |ESEAECRBNEN | EPREsElnER S & ' A S — — data-driven multi-area model of the visual system o L e | [
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, , L © - _ 10° = 1073 ; A Unitorm | gnormal by Schmidt et al [3], in which delays range up to Lot | 4E | | 4l
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O 10731 ; = 1] A « g . . . .
cortical surface [1] populations ine: 8 cortioal populations and 1 thalamic popuiation e = MWM _ < 10 | A represented by a modified cortical microcircuit .
« Four cortical layers with one Topology _ ssinniaeniadmind I . . . I L] g 107 U : & =T ZE Nl | 7 model. We simulate the full model, but show here 5E 5|
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* Neuron numbers and Synapse model Exponential-shaped postsynaptic currents Spike activity simulated with different simulation Power spectral density of spike activity for different 120 200 300 H460 500 120 200 300 H460 500 100 200 300 400 100 200 300 400 ~
. Plasticit _ variants. All figures show 50ms of activity for the same simulation variants. Figures show PSD for excitatory _ requency [Hz] _ requenq-/ [ Z_] _ Frequency [Hz] Frequency [HZ] 1075 L . . | | |
connectivity based on asticty model receiving the same input, but using different spike layers (left) and inhibitory layers (right) in different cortical Analytical power spectra from all populations of the microcircuit 6E 6]
i _ Input Cortex: Independent fixed-rate Poisson spike trains time and delay discretization. Color codes as in the text layers for the same model and color code as for the spike model using different delay distributions: Truncated Gaussian (red), : : : 101 - -
neur(?ana’c_omlcal and Measurements Spike activity, membrane potentials above; light colors mark excitatory neurons, dark colors trains to the left. Trains binned with 1ms resolution and exponential (blue), uniform (green) and lognormal (orange) for Z;?apacgl’iesl’fﬁt;liligﬁgvsﬂaei:é Egrimﬁlg ee?(ocf)rll)e(r?’zizlaﬁig’i:i]gﬂﬁgno;g: (g\lcj)esrlcr:gr:‘or al P tral densiti fthe 8 lati 3
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+ All simulations performed - Detectability depends on neuron count T dS TN TN
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S Weights . ed, drawn from auss'an -s r. u.on | access tg complete spike trqlns of all S No extremely fast oscillations for N | - | o |
Delays Fixed, drawn fom Gaussian distribution multples of neurons in a model. In experimental S I e A exponential delay distribution — We have studied extremely fast oscillations which are observed in simulations of neuronal
J N | recordings, spike trains can only be oo L | | | | | L 4l 0 1 2 300 = network models, but appear to lack in experimental data. We showed that extremely fast
SV ELIE ERATEI B T REE obtained from a subset of neurons in a 102 o S The spectra above show no fast oscillations ' ' > oscillations
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o ) rrent in . g ] . . . o I N 1 e b L ] . .
A< __ €D 1 4 Subthreshold W e We test the effect of sample size on the | b Rtk corroborated by simulation results. | - - may be difficult to detect experimentally due to the limited number of neurons recorded,
g \if R Dynamics o power spectral density by computing 10— | | | | | e s [ 100 depend on the form and the details of the delay distribution, and
_ else Tyn _ We_t/TSyn . 2 : - " § 100 O : . : : : . N °
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) ¢ A Spiking e tf";zmt it e st £ trains, varying subset size. = o 10 . are not observed in a comprehensive visual pathway network model.
£ o i Both gamma-oscillations and extremely S °. 107 5 —2 . Further work will explore delay dependencies of network dynamics in greater detail.
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