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INTERNATIONAL MONEY AND CAPITAL MARKETS 

 

Introduction 
In sessions 2 and 4, the relationship between the exchange rate 

and prices (of tradable goods and services) and general prices 

(CPI) was established through the PPP concept. However, the 

exchange rate is the mechanism that brings all international 

transactions into balance, i.e., trade as well as capital flows. 

That means the relationship between the interest rate and the 

exchange rate is also important. As PPP implies, the equilibrium 

exchange rate ensures that goods are valued the same across all 

markets when converted into the same currency; interest-rate 

parity implies that returns on assets are the same across all 

markets when converted into the same currency.   

 

Money markets, i.e., money supply and demand, determine the 

domestic market interest rate. But the central bank through 

monetary policy plays a big role in setting policy rates and/or by 

influencing money and capital markets, through actions or 

words, i.e., signals that are transmitted to the market. The short-

term (benchmark) policy rate is set by the central bank to 

influence key macroeconomic indicators (e.g., the inflation rate, 

exchange rate, credit expansion, etc.) which in turn affects 

private behavior (e.g., investment, savings, asset management). 

Thus, the policy rate correlates with the market interest rate 

because it is the price at which private banks borrow or lend 

money to/from the central bank.  

 

Different countries use different 

policy rates. These include the 

overnight lending rate 

(lending/borrowing rate among 

commercial banks), the central bank 

discount rate (rate on loans extended 

by the central bank to commercial 

banks), the repurchase rate (or repo 

rate at which central bank lends short-

term money to banks against 

securities – equities or debt) of 

different maturities, and the rate that 

central banks pay on banks’ reserves. 

When any of these policy rates 

increase, the cost of borrowing 

becomes more expensive for 

commercial banks and the change in 

rate is transmitted through the 

macroeconomy.   

 

Longer-term interest rates are 

determined by the market, primarily 

through the bond market. When the bond market suspects that 

the (short term) policy rate is too low, investors begin to expect 

that the inflation rate will rise in the future and long-term 

interest rates must go up to compensate for the expected loss of 

purchasing power of future cash flow. If the bond market thinks 

that the policy rate is too high, investors begin to expect interest 

rates will go down in the future. 

  

In the last 40 years, there have been substantial changes that 

have affected money markets, capital and asset markets, 

banking and the financial system, the degree of capital mobility, 

exchange rate regimes, etc. These changes pose serious 

challenges to macroeconomic theory and the framework that 

underpins the operations of central bankers’ monetary policy 

and the relative importance of fiscal policy by policymakers. 

 

 

International capital markets: background and trends 

To illustrate the historical trends in global capital market 

integration and mobility of capital, foreign investment assets as 

a percent of sample GDP (i.e., those countries whose economies 

provided international capital) is tracked since 1900 (see chart, 

global foreign investment). It is not until the mid-1990s that 

foreign investment as a percent of GDP reached the levels prior 

to the first would war [1]. 

 

The globalization of banking and financial markets, i.e., money 

and capital (including stocks and bond trading) markets, was the 

result of several factors that occurred during the 1970s-90s, 

including the: 

 

• Lifting of capital controls following the end of the Bretton 

Woods system of fixed exchange rate regime in the 1970s; 

• Deregulation of national banking and financial systems in 

developed economies in the 1980s, dismantling the 

separation of commercial and investment banking (banks 

could begin trading stocks for customers and investment 

banks taking loans and deposits); 

•  Lowering of restrictions on international financial 

transactions and the increased use of inexpensive 

international contracts through financial intermediaries; 

• EC-12’s push to unify financial services market through 

common regulations and increased foreign competition in 

the 1990s; 

• Move toward a global standard for banking through 

common capital adequacy targets under the auspices of the 

Bank for International Settlements (1992); and the 

• Revolutionary effect of communication and information 

technologies on international finance. 

 

The rapid rise in international financial flows in the 1990s led 

many to believe that capital markets had gone global and that 

these increased flows were making financial markets less stable. 

The claim that capital markets were global might be 

exaggerated and the blame for the instability may be 

undeserved. 

 

In theory, greater international capital flows should bring 

important benefits. Savings and investment are allocated more 

efficiently. Poor countries, with large investment needs, are no 

longer hamstrung by a lack of capital. Savers are not confined to 

their home market but can seek investment opportunities that 

offer the highest returns around the world. Risk is diversified as 

investors can spread their portfolios more widely [2]. 

 

Under the Bretton Woods system of fixed exchange rates, set up 

after the Second World War and lasting until the early 1970s, 

the international flow of capital was severely controlled. A UK 

investor, for instance, could not easily buy US stocks or bonds. 

Mainstream economic opinion felt that capital mobility was 

unnecessary, and undesirable [2].   
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Even in the 1960s markets found ways to get around controls 

through the growth of “Euromarkets”, where banks located in 

one country could take deposits and make loans in the 

currencies of another. [Eurodollars, dollar accounts outside the 

US often without a reserve requirement in the banking system, 

created quasi-money and loans based on these accounts.] With 

the breakdown of the fixed exchange regime rich economies 

dismantled capital controls. In the late 1980s and early 1990s, 

developing countries, too, began to open and liberalise capital 

markets. The process in emerging market economies (EMEs) 

takes off after 1990 (see chart, index of capital controls) and 

capital inflows increased in absolute terms and as a % of GDP 

(see chart, capital flows to emerging markets). Net capital 

inflows into EMEs went from under a half a % of GDP in the 

early 1980s to 3% of GDP by the mid-1990s [2].  

 

The rationale behind the financial deregulation was that freer 

markets produced a superior outcome. Unencumbered capital 

flows to its most productive use, boosting economic growth and 

improving welfare. Innovations that spread risk more widely 

would reduce the cost of capital, allow more people access to 

credit and make the system more resilient to shocks [3]. 

 

The logic of financial globalization, before the global financial 

crisis (GFC) of 2007-09, seemed impeccable. Businesses were 

increasingly operating across borders and needed banks that 

could travel with them. The US and UK, which excelled at 

finance, were anxious to market their expertise abroad. A more 

integrated global economy needed a financial system to funnel 

capital from countries with a surplus of savings to those with a 

surplus of investment opportunities. Banks had long played that 

role within countries, taking in deposits in one market and 

deploying them in another. It made sense to do the same thing 

across borders [4]. 

 

Recipients of such flows benefit in other ways, too. More 

efficient foreign banks could force local ones to raise their 

game. That was why China, for example, listed its state-owned 

banks on stock exchanges and permitted foreigners to hold 

minority stakes. In Europe the logic was especially powerful. 

The benefits of a single currency strongly suggested that there 

should be a single banking market as well, so that the interest 

rates which businesses and households paid were determined by 

the European Central Bank (ECB), not the relative health of 

their local banks [4]. 

 

To sceptics, the integration of financial markets is dangerous and 

destabilising. Bond traders and currency speculators supposedly 

supplant political leaders in determining macroeconomic policy. 

Financial markets become more volatile as money moves across 

borders (and destabilises commodity and other asset markets) [2].  

 

Regardless of one’s perspective of the goodness/badness of 

liberal capital markets and international borrowing and lending, 

 
1 Bianchi, J. and G. Lorenzoni, 2021. “The prudential use of capital 

controls and foreign currency reserves”, National Bureau of Economic 

the extremes of optimism and pessimism may both be 

misplaced. A global capital market does not really exist. While 

capital mobility has certainly taken up, it does not imply greater 

global capital market integration. Since the GFC, there have 

been two joint developments in practice and in theory. Bianchi 

and Lorenzoni (2021)1 note that in practice countries have used 

capital controls more frequently, and the consensus in 

international policy circles has shifted in favor of considering 

them a legitimate element of the policy toolbox. At the same 

time, a new literature has emerged that provides theoretical 

foundations for this macro-prudential view of capital controls. 

However, understanding why the government may want to alter 

capital flows (inflows and/or outflows) requires a theory that 

explains why private financing decisions result in suboptimal 

outcomes in the first place. The track the trends in capital 

controls and reserves as a % of GDP by country type. 

 

The capital control index (see chart, panel a) shows improved 

liberalization in EMEs (a lower index number) that lasted up 

until the GFC when capital accounts became more restricted. 

The trend is mirrored in low-income countries but starting from 

a more restrictive base. In advanced economies it is well 

established that capital market liberalization occurred much 

earlier and that there are higher degrees of financial openness.  

 

By contrast, there is an upward trend in central bank reserves as 

a % of GDP (see chart, panel b), which is most notable for 

EMEs and low-income economies. Within EMEs, countries 

with a more open capital account have larger holdings of 

reserves, regardless of exchange rate regime. This allows a 

country to intervene in currency markets. During good times, 

such governments tend to accumulate reserves and in bad times, 

reserves fall. Countries with more restrictive capital accounts 

hold smaller reserves, meaning that accumulating reserves is 

less needed perhaps because the capital controls are in place to 

restrict inflows or outflows. However, the accumulation of 

reserves is more substantial for countries with fixed exchange 

regimes. In this case the accumulation of foreign currency 

reserves is a means of providing macroeconomic stability. It 

provides a backstop to import necessary foreign-currency 

denominated goods when the domestic economy is in a 

downturn. It gives the central bank the ability to stabilize the 

local currency by buying it back with foreign currency. Thus, 

the trend in reserves suggests that accumulation provides 

governments with another tool to intervene in the event of an 

external crisis.   

 

Just as the extent of capital market integration is often 

exaggerated, so is the extent to which capital mobility has 

actually changed the environment in which governments work. 

Two charges are often made: that financial markets are much 

Research, NBER working paper series, no. 29476. 

http://www.nber.org/papers/w29476 
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more volatile now than they used to be, and that governments' 

macroeconomic policies are less effective [2].  

 

The first charge is simply false. Flexible exchange rates have, 

almost by definition, brought greater volatility in currency 

markets, but it is not clear that the prices of other types of assets 

are more volatile. Statistical studies show that share prices 

fluctuated no more in the 1990s than they did when capital flows 

were limited. Bond markets had been, on average, no more 

volatile during the 1980s than in the 1970s. The claim that 

governments’ macroeconomic policies have become less 

effective is more complicated. Governments retain their basic 

tools of fiscal and monetary policy just as much as before. The 

difference lies in the impact each tool has [2]. 

 

In an economy where capital cannot flow easily across borders, 

two basic economic truths hold: (1) greater government 

borrowing will eventually push up interest rates; and (2) 

excessive monetary growth will eventually result in higher 

inflation. These basic constraints are not magically removed 

with capital mobility [2]. 

 

The big change comes in the relative power of fiscal and 

monetary policy. In a closed economy, greater government 

spending and monetary expansion may increase output in the 

short term, but in the long term one results in higher interest 

rates and the other in higher inflation. In an economy open to 

capital flows, the impact of these levers depends on the 

exchange rate. If the exchange rate is fixed, then fiscal policy is 

very effective while monetary policy is muted. If the exchange 

rate floats, then monetary policy is very effective while fiscal 

policy is muted [2].  

 

Only in one area has capital-market mobility truly limited 

governments’ choices: exchange rates. When capital was not 

mobile, governments, at least in the short run, were able to have 

the stability of a fixed exchange rate while still being able to use 

monetary policy to expand the economy. This is no longer 

possible. In a world of more mobile capital, if governments 

want to fix their exchange rates, then monetary policy must be 

devoted solely to that goal [2]. 

 

This means that if investors begin to pull out of a country and 

sell its currency, interest rates must be raised enough to stem the 

flow or else the exchange-rate peg will be broken. If the 

banking system is weak, such an increase in interest rates may 

cause widespread bank failures. Pegging the exchange rate to 

some foreign currency does not automatically make an economy 

more stable. If domestic economic policies are inconsistent with 

the rate that has been chosen, a fixed rate can lead instead to 

greater domestic macroeconomic instability [2]. 

 

It is also true that countries with relatively small and 

unsophisticated financial markets face greater risks from 

accessing foreign capital than more advanced countries do. 

Capital could suddenly flee if, as occurred in Mexico in 1994 

and in Thailand in 1997, investors lose confidence in a country’s 

economic policies. Investors can lose confidence in one country 

because a neighbouring country is in trouble, i.e., contagion [2]. 

 

There are many tools to deal with these risks. Following sensible 

macroeconomic policies is one. Making sure that banks are well 

regulated and well capitalised is another. A more controversial 

defence is to be cautious about how quickly to liberalise capital 

flows. Some countries, notably Chile, have retained controls on 

short-term capital inflows, to minimise their vulnerability to 

currency speculators. Economists disagree about how effective 

such controls are in the long term. But it is certainly sensible for 

countries with underdeveloped financial markets and weak 

banks to open their financial sectors more gradually [2].  

 

Did global financial integration go into reverse in 2008? 

Finance was the sector that globalised the most in the years 

leading up to the GFC, particularly in the rich world [4]. The 

financial integration of EMEs economies was more modest, but 

it also increased considerably since 1995, only with a twist that 

in net terms they were exporters of capital to the rich world.  

The stock of foreign assets and liabilities held by rich countries 

rose fivefold relative to GDP in 30 years and doubled in the 10 

years to 2007 (see chart, foreign assets and liabilities) [3]. 

Global cross-border bank flows increased about tenfold between 

1990 and 2007 [4].  

 

Since the GFC, financial globalisation stalled and partly 

retreated. Some of this may be a consequence of events in the 

euro zone, where the sovereign-debt crisis caused banks to cut 

back their lending to weaker economies. Add up all financial 

flows, including direct investment, and in 2015 cross-border 

volumes were only half 2007’s level, according to McKinsey, a 

consultancy (see chart, global capital flows) [5]. 

 

By 2012, cross-border bank flows were less than a third of the 

level of 2007. The decline extended across all regions, though 

Europe suffered most [4]. Global daily turnover in April 2016 

was $5.1trn, down from $5.4trn in April 2013. Spot (or instant) 

currency trading fell by 19% in three years. Cross-border 

banking claims peaked in the 1st quarter of 2008 at $34.6trn. In 

the 2nd quarter of 2010, they had dropped to $27.9trn, and by 

2016 they had not recovered their pre-crisis levels. In the 2nd 

quarter of 2016, claims were only $28.3trn. [5].  
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All types of capital flows fell after the GFC, and none have not 

recovered since. But the drop in FDI became more pronounced 

after the onset of the US trade war with China during the Trump 

administration (see chart, World FDI inflows). IMF economists 

found that as a share of global GDP, gross global FDI had fallen 

from an average of 3.3% in the 2000s to just 1.3% between 2018 

and 2022. The flows of FDI between regions, measured as the 

average % change in FDI flows during 2015-2020 and from 

2020 to 2022, show a substantial realignment coinciding with 

the geopolitical tensions (see chart, FDI flows by regions). 

China-bound FDI in sectors which policymakers deemed 

“strategic” fell by more than 50%. Strategic FDI flows to Europe 

and the rest of Asia fell too, but by much less. Those to the US 

stayed relatively stable [6]. 

 

Not all of this is not necessarily bad news. After all, as Asian 

countries found out in the 1990s, too much “hot money” 

flowing into an economy can be destabilising. It can drive 

exchange rates out of line with economic fundamentals, making 

a country’s exporters less competitive. A rising currency may 

also tempt domestic companies to borrow abroad. Then, when 

the hot money flows out and the exchange rate collapses, those 

borrowers struggle to repay their debts. The result can be a 

financial crisis [5]. 

 

The implications of deglobalisation depend on why the 

slowdown is happening. There could be a link to economic 

fundamentals. World trade volumes grew regularly at an annual 

rate of 5-10% in the run-up to the crisis; in the eight years after, 

they managed only 2% or so. In 2015 exports were a smaller 

proportion of global GDP than they were in 2008. With trade 

growing less rapidly, so did the demand for credit to finance it. 

However, as the BIS data points out, trade accounts for only a 

small proportion of capital flows. Thus, the downturn is mainly 

because of events within the financial sector itself [5]. 

 

Before the GFC, cross-border banking activity was closely 

correlated with measures of risk appetites. When the economic 

outlook was good, banks were happy to lend abroad; in the face 

of shocks, they retreated back to their home base. Research by 

the Bank of England shows that the picture changed after the 

crisis; there was simply a more general retreat by the banking 

sector from foreign commitments. Part of this may reflect a lack 

of demand for loans from companies and individuals that had 

overstretched during the boom years, but the biggest reason was 

probably the weakness of the banking sector. It was deprived of 

some sources of funding (money-market mutual funds, for 

example) and was forced by the regulators to rebuild its 

balance-sheet [5]. 

 

The reversal happened for two reasons: (1) the banks’ own 

efforts to deleverage, either to shed money-losing operations 

and assets or to meet stiffer capital requirements; and (2) the 

realisation that cross-border banks were an important channel 

for transmitting the US mortgage crisis and the sovereign-debt 

crisis in peripheral Europe to other countries. To limit such 

spillovers and save taxpayers having to bail banks out of their 

foreign misadventures, regulators around the world sought to 

ring-fence their banking systems [4].  

 

First, some background. The new finance, whose heart was on 

Wall Street and London, was the highly leveraged, lightly 

regulated, market-based system of allocating capital dominated 

by Wall Street. It was the successor to “traditional banking”, in 

which regulated commercial banks lent money to trusted clients 

and held the debt on their books. The new system evolved from 

the 1970s and saw explosive growth since 2000 thanks to three 

simultaneous but distinct developments: 

deregulation, technological innovation, and the 

growing international mobility of capital [3].  

 

Its hallmark was securitisation. Banks that once 

made loans and held them on their books now 

pool and sell the repackaged assets, from 

mortgages to car loans. In 2001 the value of 

pooled securities in the US overtook the value of 

outstanding bank loans. Thereafter, the scale and 

complexity of this repackaging (particularly of 

mortgage-backed assets) hugely increased as 

investment banks created an alphabet soup of 

new debt products. They pooled asset-backed 

securities, divided the pools into risk tranches, 

added a dose of leverage, and then repeated the 

process several times over [3].  

 

Meanwhile, increasing computer wizardry made 

it possible to create an array of derivative 

instruments, allowing borrowers and savers to 

unpack and trade all manner of financial risks. The derivatives 

markets grew at a stunning pace. According to the Bank for 

International Settlements, the notional value of all outstanding 

global contracts at the end of 2007 reached $600 trillion, some 

11 times world output. A decade earlier it had been “only” $75 

trillion, a mere 2.5 times global GDP. In a few years the fastest-

growing corner of these markets was credit-default swaps, 

which allowed people to insure against the failure of the new-

fangled credit products [3].  

 

The innovations of modern finance generated great profits, but 

were these innovations the root cause of post-2008 mess? That 

depends, in part, on whether you begin from the premise that 

financial markets are efficient, or that they are inherently prone 

to irrational behaviour and speculative excess [3].  

 

There are perhaps three trends that reenforce the retrenchment. 

The GFC and recurrent crises since and the West’s failure to 

contain their effects have pushed middle-income countries to 

deepen their domestic capital markets, strengthen their 

institutions and insulate themselves from the volatility of 

international capital flows. A second factor is that the US-led 

financial warfare has incentivised the creation of parallel 
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financial systems that are beyond the US’s reach. A third trend 

is the US’s growing economic conflict with China, slowly 

forcing countries to choose sides [7]. 

   

Start with the movement towards more financial self-

sufficiency. In retrospect, much of the rise in cross-border 

lending was foolish. It made both European and US banks more 

vulnerable to a sudden drop in asset prices and increased the 

risk of a credit crunch. McKinsey’s work shows that cross-

border bank lending is far more volatile than other capital flows 

such as bonds, equities and direct investment. Research by the 

Bank of England showed that since 2000 lending by foreign 

banks was far more cyclical than by domestic bank lending [4]. 

 

Less financial globalisation should also reduce the risk that 

contagion from one country’s banking problems will cause 

economic damage elsewhere. That is the lesson of the Asian 

banking crisis of 1997-98. In many countries loans in 1997 

exceeded deposits by 20%, says Mr van Steenis, with the gap 

made up by wholesale funding, often from abroad. When that 

funding disappeared, many banks were on the verge of collapse, 

prompting the authorities in the countries concerned to put a cap 

on the use of such funding. [4]. Corporate and financial-sector 

debt rose rapidly before the crisis and much of the borrowing 

was from overseas, at short-term maturities and in foreign 

currency. When the Thai Baht came under speculative attack 

(i.e., a challenge of the fixed exchange rate to the US dollar) 

and had to be devalued, the local-currency value of the dollar 

debt soared – a pattern that repeated in Malysia, the Philippines 

and Indonesia. That was enough to send highly leveraged firms 

into distress or bankruptcy. But as global investors fled the 

region en masse, pulling out of positions indiscriminately, the 

result was a funding crisis in which short-term debt could not be 

rolled over, causing greater contagion [7].  

 

Policymakers in the region began to impose more controls on 

inbound investment, limiting firms’ access to foreign capital, 

but prevented similar vulnerabilities from building up again [7]. 

A positive effect was that Asian banks suffered very little 

contagion from either the US mortgage crisis or the European 

sovereign-debt crisis [4]. The combination of capital controls, 

high savings rates, and a series of “crown jewel” assets being 

listed (i.e., privatisation of state assets and listing of state-owned 

firms) breathed life into the region’s own capital markets [7].   

 

Many middle-income countries have stockpiled foreign-

exchange reserves, enabling them to defend their currencies 

from speculative attacks or crises. These developments chipped 

away at the West’s dominant role in the financial system. 

Stronger institutions are also an obvious boon. South-East 

Asia’s capital controls have helped stave off instability caused 

by volatile inflows are forced domestic markets to mature, 

providing a natural source of patient capital for the region’s 

fast-growing firms [7].  

 

However, reduced cross-border links come at a price. If a 

country suffers a domestic shock, it must bear more of the 

consequences itself. Although regulators fret over shocks to a 

bank’s foreign parent or withdrawal of that parent’s support, 

Peter Sands, head of Standard Chartered, a UK bank, observed 

that “there are lots of examples of shocks in the market when 

the support of the parent is needed.” International banks 

provided vital funding to South Korea during its crisis in 1997 

and to Dubai in 2009 when a state-owned developer almost 

defaulted. “International flows of funds in the banking system 

can be a source of contagion but also of resilience,” said Mr 

Sands [4]. 

 

Financial fragmentation also challenges one of the great 

promises of globalisation: that savings-poor countries will be 

able to find the wherewithal to finance essential investment by 

borrowing abroad. The return to national borders impeding the 

free flow of capital was starkest in Europe, where Spanish and 

Italian businesses were obliged to pay 80-160 basis points more 

than German ones to borrow. This is because of the higher rates 

on sovereign debt in those countries and fewer deposits from 

healthier countries. A less integrated financial market makes it 

less likely that German savers will finance dodgy Spanish loans. 

However, it also makes it more likely that they will finance low-

yielding German loans, sending high-yielding Spanish 

businesses away empty-handed [4]. 

 

In addition, financial fragmentation means less competition for 

often cosseted domestic banks from nimbler foreign rivals. 

Studies of foreign banks entering Australia, Indonesia, the 

Philippines and Colombia found that they reduced interest-rate 

spreads and made domestic banks more efficient (although 

sometimes also more likely to make bad loans) [4]. 

 

A market less in thrall to speculators might seem like an 

unalloyed boon. But the retreat of banks from currency trading 

(and from market-making in other instruments such as corporate 

bonds) may not be quite such good news. In a crisis, the banks 

may not be around to trade with investors seeking to offload 

their positions. Lots of investors and companies want to hedge 

their currency exposure. They need an institution to take the 

other side of the trade [5]. 

 

The second factor reshaping the financial system is less benign. 

The growing weaponisation of the financial system relies on the 

dollar’s preponderance in global finance and the centrality of 

US banks. This has given the US government an unprecedented 

level of influence and the ability to cut banks or entire 

jurisdictions out of the financial system through sanctions [7]. 

Extraterritorial application of US law has forced 3rd countries to 

comply with US sanctions lest foreign traders or banks be 

subjected to penalties for the use of the dollar or use of SWIFT 

to process international payments that can be linked to a US 

bank. The increased use of financial sanctions has given 

countries reason enough to de-dollarize or create parallel 

financial platforms by which to manage payments for 

international transactions.   

 

 

The interest rate-exchange rate relationship 

It is assumed that investors are indifferent from holding local 

versus foreign currency denominated assets or deposits. What 

matters is the rate of return (i.e., profit maximization) subject to 

some risk consideration. The foreign exchange market will be in 

equilibrium when earnings on local currency denominated 

assets (or bank deposits) have the same expected returns as 

foreigner currency denominated assets when converted into 

local currency terms. This is the interest rate parity condition. 

That is, investors will hold assets or make deposits where 

returns are highest, which will depend on the differential of the 

interest rate (rate of return) and the expected change in the 

exchange rate in the future. The interest-rate parity condition for 

Home and Foreign which have assets denominated in local and 

foreign currencies, respectively, is: 

 

iH = [iF]e – [(Ee – E0)/E0] 

 

where iH is the interest rate in Home (or local currency returns); 

[iF]e is the expected returns on foreign currency assets; Ee is the 

future exchange rate (local currency units for foreign currency 

specified for a future date); and E0 is the spot exchange rate 

(today’s exchange rate). The latter term is essentially how much 

the exchange rate would have to change to ensure that iH = [iF]e 

and returns are the same after converted into local currency.  

 

If the condition did not hold then returns would be higher for 

assets of one country relative to the other and capital would 

flow to the higher earning asset. Capital flows would continue 

to flow in one direction until interest rates were affected or the 

change in the exchange rate ensured parity in asset returns. 

Thus, the exchange rate serves as the mechanism by which asset 
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markets are in equilibrium. The more identical the asset (i.e., 

close substitutes), the more the condition is expected to hold. A 

10-year government bond issued by the US, UK, or Germany is 

expected to be a reasonably close substitute (and have the same 

level of risk associated with it). The return these bonds would 

be expected to be the same.  

 

 

Capital market integration: theory and practice 

The measure of a country’s net capital inflow/outflow is its CA. If 

the capital market were truly global, a country with high 

investment needs would be expected to have a CA deficit; another 

with large savings would be expected to have a CA surplus. This 

has not occur. Rich country CA imbalances averaged 2-3% of 

GDP in the 1990s. Japan and Germany’s CA surpluses reached 4-

5% of GDP in the late 1980s [2]. China and other Asian exporters 

and oil exporting nations managed to hit peak surpluses that 

exceeded 10% of GDP, but these surpluses were often offset by 

reserve accumulation rather than capital flows (see chart, addition 

to reserves as % of CA surplus) [8].  

 

The direction of capital flows also suggests that capital markets are 

not integrated globally. Economic theory predicts that capital 

should be invested in countries with the highest capital 

productivity and economic growth (i.e., where returns to capital 

should be greatest). Thus, financial capital should flow from richer 

to poorer countries, from where capital is abundant to where it is 

scarce. Lucas (1990)2 pointed out that capital flows from North to 

South were modest and inconsistent with theoretical expectations. 

In fact, since 2000 capital has increasingly flowed from poor to 

rich countries. The US and China’s CA imbalances go a long way 

to explaining this part of the “Lucas” paradox.  

 

However, the theoretical inconsistency between the correlation 

between capital flows and growth is most striking. A good 

example is the contrast between capital inflows into Latin America 

and East Asia during 1950-90. East Asia experienced a sustained 

period of rapid economic growth, and its net exports as a % of 

GDP took off in 1995. Latin America’s economic growth and net 

exports was slower and more uneven. Nevertheless, very little 

investment flowed into East Asia (especially between 1950 and 

1980), even though the region’s economic growth and capital 

productivity were very high. By contrast, considerable capital 

flowed into Latin America, even though neither its capital 

productivity nor its economic growth was high. In fact, Latin 

American economic growth substantially lagged the economic 

growth of virtually all other countries in all regions bar Africa [9].   

 

Prasad, Rajan, and Subramanian (2007) 3 substantiate Lucas’s 

paradox on capital flows. In the chart (perverse trends), high-

growth developing countries attracted less net foreign capital than 

medium- and low-growth groups. The perverse pattern is most 

apparent during 2000-04, when China, India, and the high- and 

medium-growth countries all exported capital. 

 
2 Lucas, R. 1990. “Why doesn’t capital flow from rich to poor 
countries?”, American Economic Review, Vol. 80(May): pp. 92-6. 

 

The puzzle deepens with an examination of net foreign direct 

investment (FDI) flows (see chart, better opportunities). During 

the whole of 1970-2004, net FDI goes to the fastest growing 

developing countries, with China receiving substantial amounts.  

However, during 2000-04, net FDI flows do not follow growth. 

This suggests that fast-growing countries do have better 

investment opportunities, and they attract more FDI. But they do 

not use more foreign capital and, in the case of China, exported 

capital on net (more outflows than inflows).  

 

Why does more foreign capital not flow to non-industrial countries 

that are growing more rapidly and where, by extension, the 

revealed marginal productivity of capital (and creditworthiness) is 

indeed hight? To address this, Prasad et al. examine the long-run 

relationships between CA balances and growth. In the sample of 

51 non-industrial countries, the correlation between growth and 

CAs is positive (see chart, stand alone). In other words, developing 

countries that have relied less on foreign finance grew faster in the 

long run. Countries that borrow more from abroad should be able 

to invest more (because they are less constrained by domestic 

saving) and, therefore should grow faster. 

 

3 Prasad, E., R. Rajan and A. Subramanian, “The paradox of capital”, 
Finance and Development, IMF, March 2007, vol. 44, no. 1. 

https://www.imf.org/external/pubs/ft/fandd/2007/03/prasad.htm 
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According to Ohanain, Echavarria and Wright, from the Federal 

Reserve Bank and National Bureau of Economic Research, there 

are two very different interpretations of the pattern of international 

capital flows. One is that international capital market 

imperfections, including capital controls and other impediments to 

international transactions have prevented capital from flowing into 

high-growth regions. This hypothesis implies that much more 

capital would have flowed to East Asia and other high-growth 

regions had capital markets had been more open and liberal. This 

view has been popular among economists who have studied Asia, 

as this region adopted severe regulations and controls on 

international capital flows since the 1950s [9].  

   

A very different interpretation is that domestic imperfections, 

market distortions but not just in capital markets, are key to 

understanding international capital flows. For example, East Asian 

domestic capital markets have been affected by credit controls, 

interest controls, slow moves to privatization of banks, entry 

barriers to banking, and bank reserves and related requirements, 

among others, which have kept international capital from flowing 

into East Asia [9]. 

 

However, in follow-up research by the same authors4 they find that 

distortions in domestic labor markets caused by labor taxes, labor 

market regulations, and trade unions, among others, reduced the 

incentive to invest by reducing the equilibrium supply of labor. In 

the case of Asia, low labor hours worked per capita were relatively 

low in 1950. High and declining labor market distortions help 

explain both why Asia initially grew so fast as well as why growth 

levelled off after 1995 (though at sustained high rates), while the 

initially high level of distortions explain why so little capital 

flowed into the region.  

 

Relatively little is known about the comparative quantitative 

importance of international vs domestic market imperfections on 

capital flows, because of the inherent difficulty in measuring them. 

Researchers do not fully understand how large these imperfections 

have been, how they have changed, or how they have influenced 

global economic activity. International capital market distortions 

remain important, despite many countries having liberalized their 

domestic markets to international capital [9].  

 

 
4 Ohanian, L.E, P. Restrepo-Echavarria, and M.L.J. Wright, “Bad 

investments and missed opportunities?: Postwar capital flows to Asia 
and Latin America”, American Economic Review, 2018, 108(12):3541-

3582. https://pubs.aeaweb.org/doi/pdfplus/10.1257/aer.20151510.    

However, much of the paradox, it is argued, is explained by risk 

and uncertainty in financial markets as well as governance 

structures (stability) and institutions (quality of the bureaucracy, 

degree of corruption and law and order), but it is another thing 

entirely that capital moves from poor to rich countries even 

where investment opportunities are good. 

 

Is foreign capital a luxury a poor country can do without 

 

Dani Rodrik of Harvard University and Arvind Subramanian 

of the Peterson Institute, in Washington, DC, reappraised 

financial globalisation after the GFC.5 They argue that it is 

not obvious that developing countries benefitted much from 

opening to global capital. In principle, the free flow of 

capital across borders makes funds available more cheaply to 

poor countries and, by lifting investment, boosts GDP and 

raises living standards. The trouble is economics research 

has yet to establish a strong link between freer capital flows 

and faster economic growth. Perhaps the effect is not picked 

up in studies because capital flows are hard to measure 

accurately. The authors are unconvinced: measurement error 

bedevils many studies, but research has established that 

policies to improve education or trade are good for growth.  

 

Perhaps foreign capital helps indirectly—by disciplining 

policymakers or by promoting reforms that improve the 

financial system. The authors say it is possible to make the 

opposite argument and find indirect costs. Plausibly, lifting 

restrictions on capital flows could undermine the domestic 

financial system because spendthrift governments can tap a 

larger pool of funds abroad. Also, the well-off have less 

incentive to lobby for reforms at home if they are free to 

store their wealth overseas.  

 

Perhaps the gains from globalised finance are latent and get 

unleashed once catalysing reforms are in place? Maybe, but 

there are many complementary measures to consider.  

Economies might benefit from foreign capital more fully if 

property rights were stronger, contracts enforceable, and if 

there were less corruption and financial cronyism. But as the 

authors point out, if poor countries could carry out such 

ambitious reforms “they would no longer be poor” and 

financial globalisation (i.e., liberalising capital flows) would 

not be a policy priority as there is so much else to do first.  

 

Foreign capital ought to be good for countries that have 

profitable ventures that lack funding because of low savings 

at home. But Rodrik and Subramanian argue that for many 

countries, it is not low savings but a shortage of good 

investments that is the binding constraint. Weak property 

rights, poorly enforced contracts, and the fear that profits 

will be siphoned away make it seem as if ventures cannot 

generate a reliable return. When investment opportunities are 

scarce, capital inflows simply displace domestic savings and 

encourage consumption.  

 

Whatever their misgivings about foreign capital, the authors 

do not deny that deeper financial markets in general help to 

foster prosperity. Even in economies short of good 

investment projects, a sturdier channel connecting domestic 

savers and borrowers will help growth. The more domestic 

savings can be put to work, the less need is there for foreign 

capital, and using local funds helps keep the exchange rate 

down and promotes export growth. By contrast, encouraging 

foreign capital to flood in can put upward pressure on the 

exchange rate, making exports less competitive. In some 

circumstances, capital controls may be justified if they keep 

the currency cheap and promote growth. 

5 Rodrik, Dani and Arvind Subramanian, “Why Did Financial 

Globalization disappoint?”, Peterson Institute for International 
Economics, Mar 2008 [IMF Staff Papers, vol. 56, no. 1, 2009].   

https://pubs.aeaweb.org/doi/pdfplus/10.1257/aer.20151510
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Why do the authors make such a strong case for export-led 

growth for development in poor countries, even if it is at the 

expense of more open capital markets? First, exports are a 

force for institutional reform. A firm making clothes to sell 

abroad demands consistent state regulation, reliable transport 

links and enforceable contracts with suppliers to a degree 

that a barbershop serving the domestic market does not. 

Second, exporters foster skills, technology and expertise that 

can spill over to other enterprises. 

 

China's experience suggests that keeping the currency weak 

in support of export-led growth becomes harder to sustain 

over time. Nor is keeping foreign capital out easy. Capital 

controls can be evaded by adjusting trade invoices: exporters 

can bring funds in secretly by over-invoicing for foreign 

sales. The authorities can use sterilised intervention to stop 

inflows pushing the exchange rate up, but this imposes its 

own costs on the economy—in terms of higher interest rates 

or a distorted allocation of credit.  

 

"Economics focus: Policing the frontiers of finance", 

Economist, 12 Apr 2008, p. 83. 

 

So, while capital is more mobile, its direction and relation to the 

balance of trade is not as expected. In the late 1980s, about $190 

billion passed through the hands of currency traders in New York, 

London and Tokyo every day. By 1995 daily turnover reached 

almost $1.2trn. In 1990, $50bn of private capital flowed into 

EMEs; in 1996 that figure was $336bn. These figures confirmed 

what financiers were saying: that the world’s capital markets had 

been transformed. Ever larger sums of money move across 

borders, and ever more countries have access to international 

finance [2].  

 

In 2013, around $5 trillion was traded on the foreign exchange 

markets every single day. That compared with global trade in 

goods and services of $18.3 trillion a year, or about $50 billion 

a day. In other words, currency markets are not solely devoted 

to helping German carmakers turn their export earnings back 

into euros. Even excluding deals made between banks, financial 

institutions account for a much larger chunk of foreign-

exchange transactions than other businesses. More capital shifts 

around the world than the value of goods [10].   

 

The relationship between national saving and investment also 

challenges the notion of an integrated global capital market. In a 

world of perfectly mobile capital there should be little 

relationship between the domestic savings and its investment as 

capital is free to seek the highest potential return [2]. Martin 

Feldstein and Charles Horioka6 documented highly correlated 

rates of savings and investment in rich countries, suggesting that 

national borders somehow impeded the free flow of capital 

[2][3]. The Feldstein-Horioka puzzle held for countries most in 

a position to benefit from integrated capital markets with mobile 

savings, yet most investment was financed domestically. In the 

 
6 Feldstein, M. and C. Horioka, “Domestic Savings and International 

Capital Flows”, Economic Journal, vol 90, issue 358, no. 1, Jun 1980, p. 

1990s, only 10% of investment in EMEs was financed from 

abroad [2]. In the 2000s the link weakened as the correlation 

diminished sharply, particularly within Europe, but with the 

GFC of 2007-09 it returned (see chart, correlation between 

saving and investment) [4]. This, again, suggests that capital 

markets have not fully transcended national boundaries [2]. 

 

A stricter test of capital-market integration, and the one on 

which the flows of saving and investment really depend, is that 

real (ie, inflation-adjusted) interest rates should be equal across 

countries. This requires several tough conditions to hold. 

Investors must regard assets in different countries as perfect 

substitutes, and the expected changes in exchange rates must 

equal the expected inflation differential between two countries. 

These conditions do not hold. Investors do not regard assets in 

different currencies as perfect substitutes, nor do exchange rates 

always reflect inflation differentials. Real interest rates can 

differ substantially among rich countries (see chart, real bond 

yields). The differentials between rich and poor are even larger. 

There is no “world” interest rate or a single global capital 

market [2].  

Examining the prices of financial assets leads to the same 

conclusion. If world capital markets were perfectly integrated, 

then identical assets would command the same price 

everywhere. The returns paid on comparable financial 

instruments would equalise, so that the rate of interest on a safe 

dollar-denominated bond of a given maturity would be the same 

as on a similar sterling-denominated bond, after allowing for the 

cost of “cover” against the exchange-rate risk. If this were not 

the case, then arbitragers could make money risklessly [2].   

 

Consider a simple example. A US investor has $1,000 to invest. 

US interest rates are 6% and UK rates are 8%. By keeping 

money in the US, the investor would receive $1,060 after a year. 

Alternatively, converting the $1,000 at the prevailing exchange 

rate, say $1.60 per pound, would yield £625, which in one 

year’s time will pay £675 (at the 8% interest rate). To eliminate 

any risk in the transaction, the investor would arrange to sell the 

£675 at a fixed price a year from now. If the forward exchange 

rate is $1.57, the investor would have $1,060 in a 

year’s time, the same return on a dollar deposit. If 

the forward exchange rate were the same as the 

spot rate ($1.60) then the investor would receive 

$1,080 in a year’s time, making more money, 

without risk. Competing investors would push 

down the forward exchange rate until it hit $1.57, 

where both investments have the same return [2].  

 

As industrial countries removed their capital 

controls, this is what began happening. The 

divergences from "covered interest-rate parity" fell 

significantly. Among rich countries, at least, capital 

markets have integrated to where riskless arbitrage 

314-29, or National Bureau of Economic Research, NBER working 

paper, no. 0310, Jan 1979, https://www.nber.org/papers/w0310. 



9 

 

opportunities have vanished. However, non-existence of 

arbitrage opportunities is not the same as a global capital 

market. Full integration would equalise the expected rates of 

return on countries' bonds when measured in a single currency. 

If investors see UK and US bonds as perfect substitutes, then 

the expected movements of their currencies against one another 

should equalise the differential between their interest rates. 

Even amongst rich economies this condition does not hold, 

largely because investors still worry about the risk of 

unforeseen exchange-rate depreciation [2].  

 

The violation of the covered interest parity rule was perhaps 

becoming a bigger challenge to the theory in the late 2000s, a 

rule that was held so firmly that it verged on “a physical law in 

international finance” as the Bank for International Settlement 

put it. The interest-rate differential between two currencies in 

the cash money markets should equal the differential between 

the forward and spot exchange rates. Or, that relative exchange 

and interest rates should move in lockstep [11].  

 

By the mid to late 2010s, this was no longer the case. In 2019 

the gap between the five-year dollar-euro cross-currency swap 

was around 40 basis points and 70 basis points for a dollar-yen 

swap. This is a violation of covered interest parity [11].  

 

Why do investors in the currency markets favour one currency 

over another? The most consistent factor since the mid-1990s 

has been the “carry trade”. This involves a trader borrowing in a 

country with low interest rates and investing the proceeds of the 

loan in a country with higher rates and pocketing the difference. 

It is odd in theory that the carry trade works. The most likely 

reason for one country to have higher nominal interest rates than 

another is because it has persistently higher inflation. Over time 

one would expect currency depreciation in the high-inflation 

nation [10]. 

 

In the forward markets, which set prices for specified future 

dates, this rule is rigidly observed. A country with a higher 

interest rate will see its currency trade at a discount to that of 

the other nation in the forward market. That discount will 

exactly offset the rate differential. If euro-zone interest rates 

were 2% points higher than those in the US, the euro will trade 

at a 2% discount to the dollar in the 12-month forward market. 

If it did not do so, traders could earn risk-free profits [10]. 

 

But the forward market is a naive “forecast” of future currency 

movements. An analysis by Record Currency Management of 

33 years of data on five big currencies shows that the currency 

in the country with the higher interest rate outperforms the 

forward exchange rate slightly more often than not. This 

translates into a small monthly gain for investors. Why is this 

the case? Neil Record, the founder of the currency-management 

firm, finds that, with the exception of the US (which has the 

privilege of issuing the world’s reserve currency), countries 

with persistent CA deficits tend to have higher real interest rates 

than surplus countries. In other words, countries with an 

addiction to imports have to pay a risk premium to investors to 

hold their currency [10]. 

 

Figures from the Royal Bank of Canada (RBC) show a strategy 

of being long in the currency with the highest yields (i.e., 

betting on a price increase) and short the currency with the 

lowest yields. The most profitable approach since the mid-

1990s was the carry trade, exploiting nominal-rate differences, 

not focusing on real-rate differences (see chart, G10 foreign 

exchange basket) [10].  

 

One explanation is that nominal rates are a lot easier to target 

than real ones. Some governments issue inflation-linked bonds, 

which pay real rates, but these securities are not that liquid. For 

other bonds the true real rate can only be known in retrospect. 

Elsa Lignos, a currency strategist at RBC, calculated the returns 

investors would have received had they possessed foresight of 

the rate differentials between currencies. Even on this basis, 

knowledge of nominal-rate changes was more important than 

shifts in real rates [10]. 

 

One reason might be that currencies move in line with relative 

inflation rates (i.e., PPP) only over the very long run. In the 

short term they can depart a long way from PPP levels. 

Currency traders are more concerned about the next few weeks 

than about long-term exchange-rate movements. Traders 

looking at nominal-rate differentials know exactly what they are 

and need not worry about complexities such as whether 

countries use compatible inflation measures. The carry trade 

may be simple, but it works [10]. 

 

Financial integration: costs and benefits in practice 

A major challenge to believers in efficient markets is the 

occurrence of an asset-price bubble. Even the economic 

definition of a bubble is loose. One is said to occur when asset 

prices rise above any plausible underlying value, simply 

because investors expect to sell the assets at a higher price in the 

months or years to come – hardly a validation of an efficient 

market. Spotting an asset-price bubble is difficult even for the 

talented investor and determining the costs of a bubble are being 

debated. Financial exuberance may drive investment in 

technologies that offer potentially spectacular rewards for the 

economy. The mania of the late 1990s, some argue, during the 

dotcom bubble that led to high-speed internet infrastructure 

being built wound up being useful. That is what looked like 

wasteful capital allocation from a financial perspective, looks 

now more benign from an economic standpoint. The suggestion 

is that “productive bubbles” exist where uses for new 

technologies are explored even if most of the ventures involved 

in that exploration end up failing [12].   

 

Financial mania, the argument goes, can be categorized based 

on the underlying cause, the source of the market enthusiasm 

and their size. Instances in which banks become heavily 

involved and those that are triggered by political shifts, such as 

changes to regulation or taxation, can leave deep economic 

scars, the worst of which remain visible for decades, e.g., the 

GFC or Japan’s land and stockmarket frenzy of the late 1980s. 

Maina driven by the potential of new technology, e.g., artificial 

intelligence might reflect enthusiasm that is very much a 

stockmarket rather than a banking phenomenon. It might be 

easy to identify spillovers that could benefit society more 

widely, whether in consumer surplus generated by tech 

advances or the physical infrastructure provided by associate 

investment in electrical grids [12].  

  

The view that financial markets are inherently unstable [3] and 

hopelessly prone to wild cycles [13] suggest there are periods of 

stability which always lead to excess and eventual crisis [3]. 

When an economy is purring, profits go up, as do asset values. 

Rising asset prices flatter borrowers’ creditworthiness. When 

credit is easier to obtain, spending goes up and the boom 

intensifies. Eventually perceptions of risk shift, and tales of a 

“new normal” gain credence: new technologies mean profits can 

grow forever, or financial innovation makes credit risk a thing 

of the past. When the mood turns, the feedback loop reverses 

direction. As asset prices fall, banks grow stingier with their 
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loans. Firms feel the pinch from falling sales, get behind on 

their debts and sack workers, who get behind on theirs. The 

desperate sell what they can, so asset prices tumble, worsening 

the crash. Mania turns to panic [13].  

 

Thus, freer financial markets only lead to greater damage. This 

view was famously expounded by Hyman Minsky, a 20th-

century US economist. Minsky argued that economic stability 

encouraged ever greater leverage and ambitious debt structures. 

Stable finance was an illusion [3]. 

 

The trouble is that financial innovation does not occur in a 

vacuum but in response to incentives created by governments. 

Many of the new-fangled instruments became popular because 

they got around financial regulations, such as rules on banks’ 

capital adequacy. Banks created off-balance-sheet vehicles 

because that allowed them to carry less capital. The market for 

credit-default swaps enabled them to convert risky assets, which 

demand a lot of capital, into supposedly safe ones, which do not 

[3]. 

 

Politicians also played a big part. The US housing market—the 

source of the greatest excesses—has the government’s 

fingerprints all over it. Long before they were formally taken 

over, the two mortgage giants, Fannie Mae and Freddie Mac, 

had an implicit government guarantee. Charles Calomiris of 

Columbia University and Peter Wallison of the American 

Enterprise Institute pointed out that the market for subprime 

mortgages exploded after 2004 because these institutions began 

buying swathes of subprime mortgages because of a political 

edict to expand the financing of “affordable housing” [3].  

 

History also shows that financial booms tend to occur when 

money is cheap. Money, particularly in the US, had been 

extremely cheap. That was partly because a long period of low 

inflation and economic stability reduced investors’ perception 

of risk. Also, because the US central bank kept interest rates too 

low for too long, and a flood of capital entered Western 

financial instruments from high-saving emerging economies [3].  

 

So, modern finance should not be indicted in isolation. Its costs 

and benefits are, at least in part, the result of the incentives to 

which the money men were responding [3]. Hence, financial 

globalisation did just what it was meant to, perhaps a little too 

well. Cross-border bank flows expanded enormously between 

2000 and 2007, with 80% of the increase coming from Europe, 

according to McKinsey, a consultancy. Those flows enabled 

debtor countries such as the US, Spain and Greece to finance 

housing booms and government deficits without paying punitive 

interest rates. However, a large part of those flows reflected 

banks’ own leverage as they both borrowed and lent heavily 

abroad [4]. 

 

Tellingly, the event that touched off the crisis in the summer of 

2007 was an announcement by France’s BNP Paribas that it was 

suspending redemptions to an investment fund heavily invested 

in US mortgage securities. Eventually a number of banks across 

Europe needed government bailouts because of losses sustained 

on mortgages in the US and elsewhere [4]. 

 

The cost of bailing domestic banks out of foreign misadventures 

exposed one risk of financial globalisation; the losses sustained 

by domestic creditors and savers when foreign banks went bust 

showed up in another. In 2008, when Landsbanki, an Icelandic 

bank, went bust, UK and Dutch depositors had to be bailed out 

by their own governments because Iceland would guarantee 

only Icelandic deposits. Sir Mervyn King, the former governor 

of the Bank of England, famously commented that “global 

banks are international in life but national in death” [4]. 

 

A financial system that ends up with a government taking over 

some of its biggest institutions and which required the promise 

of $700 billion in public money to stave off catastrophe is not 

an A-grade system. Paul Volcker, former chairman of the US 

Fed, gave financiers a D grade along with a devastating critique. 

“For all its talented participants, for all its rich rewards,” he 

said, the “bright new financial system . . . failed the test of the 

marketplace”. The disappearance of all five big US investment 

banks—through bankruptcy or rebirth as commercial banks—is 

powerful evidence that Wall Street . . . failed [that] test” [3]. 

 

Why exactly? The fashionable answer was an indictment of 

speculators, greedy Wall Street executives and free-market 

ideologues. A more serious analysis, however, needs to 

distinguish between three separate questions. First, what is Mr 

Volcker’s “bright new financial system”? Second, how far was 

the mess created by instabilities that are inseparable from 

modern finance, and how far was it fuelled by other errors and 

distortions? Third, to the extent that modern finance does bear 

the blame, what is the balance between its costs and its benefits, 

and how can it be improved? [3] 

 

 

The macroeconomic developments since financial and banking 

deregulation of the 1980s has raised interesting research 

questions. Given government intervention and policy 

distortions, did the new-fangled finance boost economic growth, 

welfare and stability? Critics answer no on all three counts. Mr 

Volcker points out that the US economy expanded as briskly in 

the financially unsophisticated 1950s and 1960s as it had done 

in the early 2000s. But things other than finance were different 

in the 1950s, so such a simple comparison is not fair. While 

economists are divided on the theoretical importance of finance 

for growth, the balance of the evidence suggests that it does 

matter [3].  

 

According to Ross Levine, an economist at Brown University, 

numerous cross-country studies show that countries with deeper 

financial systems tend to grow faster, particularly if they have 

liquid stockmarkets and large, privately owned banks. Growth is 

boosted not because savings rise but because capital is allocated 

more efficiently, improving productivity. Within the US, states 

which deregulated their banking systems most in the 1970s 

grew fastest. In 2006 IMF economists compared deregulated 

Anglo-Saxon financial systems with more traditional bank-

dominated systems, such as Germany’s or Japan’s, and found 

that Anglo-Saxon systems were quicker to reallocate resources 

from declining sectors to new, fast-growing ones [3].  

 

Many economists argue that financial innovation, and the quick 

reallocation of capital that it promotes, was one reason why US 

productivity growth accelerated in the mid-1990s. Technology 

alone cannot explain that advance, because inventions such as 

the internet and wireless communications were available to any 

country. What set the US apart was the strong incentives it 

offered for deploying the new technology. Corporate managers 

knew that if they adapted fast, the US flexible financial system 

would reward them with access to cheaper capital [3].  

 

However, not every technological breakthrough improves 

productivity. The bonanza in mortgage-backed securities helped 

create a glut of new homes that did little to promote long-term 

growth. Finance’s focus on housing, rather than more 

productive forms of investment, may have had more to do with 

the government guarantees inherent in housing than finance 

itself [3].  

 

What about people’s lives? Even if financial innovation does 

not boost growth, it can still improve welfare. Modern finance 

improved people’s access to credit. This “democratisation of 

credit” let more people own homes (and most subprime 

borrowers do keep up with their payments). It enabled more 

households to smooth their consumption over time, reducing 

financial hardship in lean times. Studies show that consumers in 

Anglo-Saxon economies cut their spending by less when they 

suffer temporary shocks to their income than those in countries 
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with less sophisticated financial systems. Smoother household 

consumption often means a smoother economic cycle, too [3].  

 

In light of the 2007-08 bust, the welfare calculus needs 

revisiting, not least because broader access to credit plainly 

fuelled the housing bubble. Demand for complex mortgage 

securities led to a loosening of lending standards, which in turn 

drove house prices higher. Wall Street’s computer models, 

based on recent price histories, underestimated how much the 

innovation was pushing up house prices, understated the odds of 

a national house-price decline in the US and so encouraged an 

unsustainable explosion of debt (see chart household debt). US 

household debt rose steadily, from just under 80% of disposable 

income in 1986 to almost 100% in 2000. By 2007 it was 140%. 

Once asset prices started to come down and credit conditions 

tightened, this borrowing binge left households—and the 

broader economy—extremely vulnerable. Not surprisingly, the 

“wealth effect” (the extent to which a change in asset prices 

affects people’s spending) is bigger in the indebted Anglo-

Saxon economies than elsewhere. If financial innovation fuelled 

the bubble, so it would exaggerate the bust [3].  

 

That leads to the critics’ third point: that far from enhancing 

economies’ resilience, modern finance has added to their 

instability. Mr Volcker, for instance, points to the absence of 

financial crises just after the Second World War. At that time 

finance was tamed by the rules and institutions introduced after 

the Depression, but the 1950s were unusual. Carmen Reinhart 

of the University of Maryland and Ken Rogoff of Harvard 

surveyed financial crises in “This Time is Different: Eight 

Centuries of Financial Folly”. Their numbers suggest that, 

despite all that financial innovation, there was a surprising 

period of quiet—at least until the crash of the GFC (see chart, 

proportion of countries suffering a banking crisis) [3].  

 

The incidence of crashes is only one measure of risk, however: 

their severity also matters. In theory, derivatives, securitisation 

and a choice of financing should spread risk, increase the 

financial sector’s resilience and reduce the economic damage 

from a shock. Before securitisation, the effect of a crash was 

intensely concentrated. A property bust in Texas meant 

mortgages held by Texan banks failed, starving Texan 

companies of capital. The expectation today is that busts are 

decentralised and global system spreads risk and reduces the 

economic impact of a financial shock. In The Age of 

Turbulence, Alan Greenspan points to the aftermath of the 

telecoms bust in the late 1990s, when billions of dollars went up 

in smoke, but no bank got into trouble [3].  

 

At first that resilience seemed to be on display during the GFC 

too. The fact that mortgage defaults in a US state triggered bank 

losses in Germany was a sign of the system working, but that 

resilience proved ephemeral. One reason was that risk was more 

concentrated than anyone had realised. Many banks originated 

mortgage-backed securities but then failed to distribute them, 

holding far too much of the risk on their own balance-sheets. 

That was a perversion of securitisation, rather than an 

indictment of it [3]. 

 

More troubling to proponents of modern finance was the 

crippling impact on market liquidity of uncertainty about the 

scale of risks and who held them. To work efficiently, markets 

must be liquid. One year after the 2007 crash, showed that 

uncertainty breeds illiquidity. High leverage ratios and a 

reliance on short-term wholesale funding rather than retail 

deposits, two features of the new finance, left the system acutely 

vulnerable to such a panic. Forced to shrink their balance-sheets 

faster than traditional banks, the investment banks, hedge funds 

and other creatures of the new finance may have made the 

economy less resistant to a financial shock, not more [3].  

 

S Lall, R Cardarelli and S Elekdag published research in the 

IMF’s World Economic Outlook arguing that the economic 

impact of financial shocks may be bigger in countries with more 

sophisticated financial markets. The study looked at 113 

episodes of financial stress in 17 countries over the past three 

decades and assessed the effect on the broader economy. 

Financial crises, they found, are as likely to cause downturns in 

countries with sophisticated financial systems as in those where 

traditional bank-lending dominates. But such downturns are 

more severe in countries with the Anglo-Saxon sort of financial 

system, because their lending is more pro-cyclical. During a 

boom, highly leveraged investment banks encourage a credit 

bubble, whereas in a credit bust they must deleverage faster [3]. 

 

Excessive and pro-cyclical leverage is clearly dangerous, but 

was it caused by new financial instruments and deregulation? 

Not by itself. Financial excesses often occur in the aftermath of 

innovation: e.g., the dotcom bubble or the 19th-century boom-

bust in the railways. But throughout history, loose monetary 

conditions have fuelled the cycle: cheap money encourages 

leverage which boosts asset prices, which leads to more 

leverage. Sophisticated finance spread havoc in a new way [3].  

 

Carmen Reinhart and Kenneth Rogoff, two economists, point 

out in This Time is Different that eight centuries of financial 

pratfalls have not persuaded investors to treat financial booms 

with the requisite caution. You might expect Joe Daytrader to 

succumb to the lure of financial excess, but the chronically poor 

response of governments is more perplexing. Regulators could 

dampen frenzies by asking banks to raise their equity-to-assets 

ratios or to tighten lending standards. Regulation could be 

“countercyclical”, in other words, leaning against the natural 

financial cycle to limit excess, prepare financial institutions for 

bad times, and leave more room for leniency when the economy 

is on the ropes. Governments have got better at leaning against 

turns in the business cycle, so that recessions are less common 

and less severe than they once were. It seems strange that 

finance should be different [13]. 

 

Indeed, regulation is often “procyclical”: it adds fuel to the fire. 

Ten years prior to the GFC, the US rolled back Depression-era 

bank regulations, protected liberal trading rules for derivatives, 

presided over a wave of banking-industry consolidation and 

tolerated a dangerous drop in mortgage-lending standards. The 

GFC prompted another wave of financial regulation, and 10 

years on those rules were being weakened, even as exuberance 

returns. In 2018, the US Congress was expected to tweak the 

Dodd-Frank Act to limit the application of some rules to the 

largest banks. The Federal Reserve drafted plans to reduce 

bank-capital requirements. (Post-crisis revisions to the Basel 
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bank-capital standards for global banks encouraged regulators 

to set a countercyclical capital buffer, which would rise with 

financial excess; the Fed’s was set at zero.) Not every element 

of the deregulatory push was reckless, and the US is tougher on 

some aspects of capital than others, but the timing seemed 

poor—coming amid historically easy financial conditions and 

soaring asset prices (see chart, US capital markets) [13]. 

 

One reason is that regulators are, like everyone else, too eager 

to conclude that this time is different. Many proposed post-crisis 

reforms offered technical solutions to the industry’s problems, 

such as better measures of financial instability or reforms to 

CEO pay to improve bank behaviour (and reduce the need for 

robust regulation). Yet in finance, as in much of economic 

policy, problems that look technical are in fact political. As 

Charles Calomiris and Stephen Haber describe in their book 

“Fragile by Design”, governments are not neutral observers of 

the financial system; they also depend on it, for their own 

financing needs, among other things. This co-dependency 

means that the evolution of banking regulation is shaped by 

bargaining between bankers and politicians, not all of which 

aims to maximise social welfare [13]. 

 

An IMF working paper7 examined the political-economy 

elements of ten financial crises, beginning with the South Sea 

Bubble in Britain, and finds they had much in common. Often a 

financial crisis is preceded by periods in which light-touch 

regulatory thinking was in the ascendant. Such an approach 

becomes less tarnished as memories of past crises recede, and 

opening credit taps often brings short-run political rewards. As 

deregulation proceeds, politicians’ electoral hopes—and, 

sometimes, their own financial interests—rely on the 

burgeoning booms. So they become more sympathetic to 

financial interests. When Britain’s Parliament voted to protect 

the value of shares in the South Sea Company, for example, 

many of its members owned some. Crises are usually followed 

by a political backlash, which sweeps in new leadership with a 

mandate to regulate. Warren Buffett’s famous financial 

axiom—that only when the tide recedes can you see who has 

been swimming naked—also applies to politics. At times of 

financial excess, voters cannot easily tell responsible leaders 

from reckless ones. Negligence becomes obvious only later. 

That makes recklessness an attractive political strategy [13]. 

 

Is there any hope of escaping such cycles? Central-bank 

independence helped depoliticise business-cycle management. 

Giving central banks more regulatory responsibility, as many 

countries did after the crisis, might therefore help (though it 

might also encourage politicians to meddle more with central 

banks). Curbing the power of the financial industry might prove 

 
7 Dagher, J., “Regulatory cycles: Revisiting the political economy of 

financial crises, IMF working paper no. 18/8, 15 Jan 2018. 
http://www.imf.org/en/Publications/WP/Issues/2018/01/15/Regulatory-

Cycles-Revisiting-the-Political-Economy-of-Financial-Crises-45562 

more effective, but for now there is little political appetite for 

bold strategies such as breaking up large banks. If this time is 

different, it is only because the lessons of history have been 

discarded so quickly [13]. 

 

Trends in interest rates, asset prices and asset returns 

The long-term trends in interest rates have also been a subject of 

much discussion among macroeconomists. How low 

can interest rates go? Since the GFC (but before post-

covid years) rates had been pushed down to 

unprecedented levels (near or below zero) by central 

banks trying to prop up growth. When former US 

Treasury secretary Lawrence Summers delivered his 

famous address on the return of secular stagnation at 

the IMF in 2013, he revived interest in a Keynesian 

construct that had fallen into disuse since the 1940s 

[14]. 

 

He argued that a chronic excess of savings, relative to 

capital investment, may be developing in the global 

economy, forcing long-term interest rates down and 

threatening persistent shortage of demand. Since 

2013, there have been brief periods of strong output 

growth in the large economies, suggesting that the 

risks of secular stagnation were abating. But these 

cyclical upswings proved temporary and the trend 

decline in global long-term rates towards zero had not ended 

[14]. 

 

Furthermore, the Covid-19 lockdowns caused a seismic shock 

in all the big economies. Mr. Summers argued that this would 

trigger structural responses from households and businesses that 

would strengthen the forces of stagnation. These changes in 

behavior would include risk aversion in the private sector which 

would increase permanently, leading to more precautionary 

savings by households and less investment by businesses. As 

Summers put it, “just in case will replace just in time”, with 

private sector wanting to hold greater financial reserves in case 

of further shocks to globalized markets [14]. 

 

Paul Schmelzing of the Yale School of Management gathered 

information on real interest rates covering 78% of advanced-

economy GDP going back to the early 14th century, when 

capitalism and free markets began to emerge.8 He found that 

real rates have declined by 0.006-0.016 percentage points a year 

since the late Middle Ages (see chart, real global return on 

capital). That may not seem much, but it means real interest 

rates have fallen from an average of around 10% in the 15th 

century to just 0.4% in 2018 [15]. 

 

Over the broad sweep of history, returns have tended to fall as 

societies become wealthier. Take the following thought 

experiment. In subsistence societies, almost all the harvest is 

8 Schmelzing, P. “Eight centuries of global real interest rates, R-G, and 

the ‘suprasecular’ decline, 1311-2018”, Bank of England Staff Working 
Paper, No. 845, Jan 2020.    
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needed to stay alive. Setting aside capital for seed or housing is 

desirable. But the surplus is scarce so the rewards for doing 

without today for the sake of tomorrow – the cost of capital – 

are high. As economies grow richer, they generate more surplus 

capital. People are more patient. If you are well-fed, you can 

afford to wait. Bread tomorrow is almost as good a loaf today. 

The discount rate is lower [16].  

 

That conclusion undermines the claim that “secular stagnation” 

is a recent economic malaise. Mr Schmelzing’s data instead 

suggest that secular stagnation, insofar as it means falling 

interest rates, has been a feature of capitalism since its birth. 

Rates falling since the early 1980s may be less the result of 

acute problems, such as an ageing population, than markets 

simply snapping back to a centuries-old trend [15]. 

 

The data could also challenge some of the arguments of Thomas 

Piketty’s Capital in the Twenty-First Century, one of the best-

selling economics books of all time. These rely on the claim that 

the return on capital has stayed constant and been consistently 

higher than economic growth. Under such conditions, 

capitalism produces ever-greater income inequality, Mr. Piketty 

claims, since there are no forces acting against the steady 

concentration of wealth. If real interest rates—and hence, 

returns on capital—have been falling for centuries, however, 

there may well be such a force [15]. 

 

With policy rates in major economies at or below zero between 

the GFC and the pandemic, the concern was that traditional 

monetary policy would become redundant. A state in which the 

equilibrium nominal interest rate throughout the developed 

world was at or below the central bank policy rate was 

worrying. One worry was that the world could be suck at zero 

and fiscal policy battling against a continuous rise in 

government debt ratios. Another was that there could be 

permanent fiscal stimulus with rising debt. With rates so low, 

government could increase public investment and their budget 

deficits as a percent of GDP [14]. 

 

In addition to complicating traditional monetary policy, the low 

interest rates have implications for asset valuations which pose 

a different challenge. In the US the shares of the five biggest 

tech firms rose by 52% from 2019 to 2020, increasing their 

combined value of almost $2trn, roughly equivalent to 

Germany’s entire stock market valuation. The surge in tech 

giants’ share prices raised two worries. Whether there was a 

speculative bubble. The five firms, worth $5.6trn, made up 

almost a fifth of the value of the S&P500 index of US shares. 

The last time the market was so concentrated was 20 years 

earlier, before a crash that triggered a widespread downturn. 

The other, opposite concern was that investors may be right. 

The big tech firms’ supersized valuations suggest their profits 

would double or so in the next decade, causing far greater 

economic tremors in rich countries and alarming concentration 

of economic and political power [17].  

 

The question of a bubble was a reasonable one. Tech cycles are 

an integral part of the modern economy. The 1980s saw a 

semiconductor boom. Then, in the 1990s, came PCs and the 

internet. Each cycle faded or ended in a bust [17]. Adherers to 

the efficient market hypothesis argue that the mispricing of 

assets above their true value, i.e. bubbles, is at odds with the 

sharing of information among market participants who rapidly 

incorporate it into accurately priced assets. It is unlikely for 

investors to systematically identify stocks that trade at a price 

other than their true value to outperform the market in returns. 

This contrasts with what others refer to as non-rational behavior 

such as herd behavior when market participants react to 

information in the same manner or situations where investors 

might limit the sources of information they receive, ignoring 

warnings or other market signals.   

 

The late 1990s is seen as a silly era. Investors and market 

participants joined a gold rush in Silicon Valley throwing good 

money at sketchy business ideas. The talk of new-era economics 

was feverish, but there was a genuine surge in productivity in 

the US. Twenty years later and there was less optimism of this 

sort. Real long-term interest rates – a rough shorthand for GDP-

growth prospects – were rarely if ever lower. Productivity 

growth was dismal [16].  

 

The commonality between the late 1990s and 2020 is steep 

share prices [16]. Investors find the cyclically adjusted price-to-

earnings (CAPE) ratio a useful measure because the price of 

stocks reflects the value investors assign to profits. Usually 

when asset prices boom, people get excited. Since 1881, the 

average CAPE value for the S&P index of the 500 biggest 

stocks listed in the US reached its 2017 heights only twice 

before: during the dotcom bubble of 1999 and just before the 

Crash of 1929. In 2017, the ratio compiled by Robert Shiller of 

Yale University, stood a shade above 30 which was a little 

higher than its level before the 1929 crash, although lower than 

its peak of 2000 (see chart, price-earnings ratio [18]). The 1990s 

optimism on growth was part of the justification for pricey 

shares. In 2020, there was pessimism and high prices [16].  

Search for such euphoria on Wall Street in 2017 and you would 

come back empty-handed.   

 

Why did this remarkable surge not spur frantic enthusiasm—or 

for that matter deep trepidation? One reason is that in most 

market bubbles you can point to a particular type of asset which 

is seeing its price rise inexorably: tech stocks in the 1990s; 

houses in the mid-2000s. In 2017, though, the US and much of 

the rest of the world were amid a bull market in almost 

everything: stocks, bonds and property were all strikingly 

expensive compared to long-term averages, and getting more so. 

When everything goes up, things are less exciting, and perhaps 

less worrying [18].  

 

The hunger for assets that drove up prices also led investors to 

take more risks—risks which may not have been fully priced 

into their investments and which they may not have fully 

understood, any more than they understood the risks of 

mortgage-backed securities and other instruments in the run up 

to the financial crisis of 2007. The underlying driver of this 

oddly broad bull market, low long-term real interest rates, had 

conflicting explanations—some benign, others less so [18]. 

 

Take property. In countries that were unscathed by the GFC, 

such as Canada and Australia, house prices were far above their 

long-run average, relative to the cost of renting. In the US, 

where house prices plunged in the crisis, they surpassed their 

peak of 2008 in nominal terms, and were back above their long-

run average relative to rents. In the UK, property prices were 

close to their peak against both average earnings and rents (see 

chart 2, house price to rents) [18]. 

 

In bond markets credit spreads narrowed dramatically. These 

spreads, which are the gaps between the interest rate offered by 

safe bonds, such as US Treasuries, and by riskier ones, such as 
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those issued by companies or other countries, are a measure of 

how much compensation investors require to bear the extra risk. 

When the price of a risky bond rises relative to the price of a 

safe benchmark, the credit spread narrows. For the high-yield or 

junk bonds, those rated below investment grade, the spread 

narrowed (chart 3, spreads) [18]. 

 

At the same time as the supply of savings rose, the demand for 

investment fell. The trend growth rate of rich-world economies 

dropped. The real cost of plant and machinery fell and the value 

of firms, particularly in the technology industry, shifted 

increasingly to intangible assets rather than physical assets; both 

those things mean the amount of investment needed for a given 

output had fallen. So the corporate sector ended up swimming 

in cash, adding yet more to the swollen supply of savings [18]. 

 

Another factor is the role of central banks. The reason long-term 

interest rates were low, the argument went, was because short-

term interest rates were low for a long time. Central banks held 

them close to zero for almost a decade (longer, in Japan). They 

pushed down long-term interest rates more directly by buying 

$11trn-worth of government bonds and other assets since 

2009—in part as an attempt to push investors into riskier assets, 

thus ginning up the economy. Little wonder long-term interest 

rates were low [18]. 

 

It is not quite as simple as that, came the response. Central 

banks are as much shaped by economic trends as shapers of 

them. The increased desire to save has changed the terms of 

monetary policymaking. Just as the real rate of interest that 

balances the demand for long-term saving with supply has 

fallen, so has the “neutral” rate of interest which keeps inflation 

stable when the economy is at full capacity. If the central banks 

were really keeping interest rates and bond yields too low, the 

economy would overheat and inflation would take off. There 

had not much evidence of that before the end of covid 

lockdowns [18]. 

 

In the absence of inflation, it was reasonable to expect low 

interest rates to persist, and thus unsurprising that the prices of 

stocks, corporate bonds and property go up. If the yields on 

risk-free bonds stay depressed, then the expected returns on all 

other assets—the earnings yields on equities, say, or the rental 

yield on houses—must fall into line [18]. 

 

In some ways, this made high asset prices less worrying. If the 

real interest rate is low and looks likely to stay that way, then 

discount rates will fall, too. That makes future earnings more 

valuable and goes some way to justifying paying a high price 

for them. Thus, in a low-interest-rate world those high CAPE 

numbers make a lot more sense [18]. 

 

As logical as all this seems, though, there was nevertheless a 

nagging sense that something was amiss with such high-priced 

assets. What if, for instance, inflation is sending a false signal 

 
9 Òscar Jordà, Katharina Knoll, Alan Taylor, Dmitry Kuvshinov and 
Moritz Schularick, “The rate of return on everything, 1870-2015”, 

NBER Working Paper, 24112, Dec 2017.  

about where real interest rates should be? If that were the case, 

central banks might indeed be keeping rates lower than they 

ought to. This was the case made by Claudio Borio at the Bank 

for International Settlements (BIS), a clearing house for central 

banks and a font of contrarian thinking [18]. 

 

Central banks steer by the inflation rate as 

mariners steer by their compasses. If it rises, 

the economy is overheating and the ship must 

adjust its trim. If it falls, the economy needs a 

dose of monetary stimulus; the sails must be 

unfurled. The problem, Mr Borio says, is that 

the compass no longer reads true [18]. 

 

Globalisation, the decline of union power and 

technological change meant that inflation did 

not perk up when the jobless rate fell in quite 

the way as before; the short-term trade-off 

between inflation and the unemployment rate, 

known as the Phillips Curve, weakened to the 

point of breakdown. Inflation was being 

depressed by real factors, says Mr Borio. By keeping interest 

rates low in a vain attempt to fine-tune it, central banks were 

instead amplifying a cycle of boom and bust [18]. 

 

This episode suggests that central banks can indeed have a 

lasting influence on real interest rates. If so, a decade of 

aggressively loose monetary policy may well have weighed 

down bond-market rates—and thus, for a while at least, 

people’s idea of the neutral real rate. Indeed higher bond prices 

may have induced some investors, such as insurance funds, to 

themselves buy more bonds, driving down interest rates in a 

self-reinforcing spiral [18]. 

 

The key asset price, the one that sets the tone in other markets, 

is the long-term interest rate, which has fallen steadily and stood 

at historical lows in the late 2010s [18]. Other research in 2017 

spelt out the rates of return on important asset classes, for 16 

advanced economies, from 1870 to 2015.9 The work is a source 

of insight into some of today’s great economic debates. Rates of 

return both influence and are influenced by the way firms and 

households expect the future to unfold [19].  

 

The authors built a historical macroeconomic and financial 

database for many countries over long a period. For each of the 

16 economies, they craft long-term series showing annual real 

rates of return—taking into account both investment income, 

such as dividends, and capital gains, all net of inflation—for 

government bonds and short-term bills, equities and housing 

[19].  

 

The authors establish some new basic economic facts. Over the 

very long run it is housing, rather than equities, which provides 

the best return (see chart, rate of returns): both asset types 

yielded about 7% a year on average over the 145 years, but 

equity returns are much more volatile. While homeowners 

might cheer this news, it is not necessarily a reason to leap into 

the housing market. Rental yields account for about half of the 

long-run return on housing, and owning a diversified portfolio 

of rent-yielding property is not the same bet as borrowing to 

house the family [19]. 

 

Besides offering these baseline findings, the authors’ work 

helps to answer several pressing economic questions. One 

example is the puzzle of declining interest rates. The falling 

rates of the past few decades distress some economists, who 

worry they betoken weak growth and complicate central 

bankers’ ability to manage the economy. Yet the long-run data 

reveal that the high rates of return on government debt seen in 
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the 1980s were an anomaly. The real return on bonds and short-

term bills is normally relatively low—and can even be negative 

for long periods of time—as some other economists (such as 

Carmen Reinhart of Harvard University and Belen Sbrancia of 

the IMF) have also found. Recent declines therefore represent a 

return to more typical conditions [19]. 

 

That, in turn, suggests that central bankers who hope to 

“normalise” interest rates may be in for a rude surprise. But low 

rates of return also mean that government-debt burdens may 

prove easier to manage than thought—and perhaps that 

government borrowing could be used more aggressively in 

times of economic weakness to make up for central-bank 

impotence. Nor do low rates of return on government debt 

imply that the world is entering a period of “secular stagnation”, 

or chronically weak growth. Low rates have in the past been as 

much a feature of rip-roaring economies—eg, in the 1950s and 

1960s—as of the more stagnant ones experienced recently [19]. 

 

More bracing still are the data’s implications for debates on 

inequality. Karl Marx once reasoned that as capitalists piled up 

wealth, their investments would suffer diminishing returns and 

the pay-off from them would drop towards zero, eventually 

provoking destructive fights between industrial countries. That 

seems not to be true; returns on housing and equities remain 

high even though the stock of assets as a share of GDP has 

doubled since 1970. Gravity-defying returns might reflect new 

and productive uses for capital: firms deploying machines 

instead of people, for instance, or well-capitalised companies 

with relatively small numbers of employees taking over 

growing swathes of the economy. High returns on equity capital 

may therefore be linked to a more tenuous status for workers 

and to a drop in the share of GDP which is paid out as labour 

income [19]. 

 

Similarly, long-run returns provide support for the grand theory 

of inequality set out in 2013 by Thomas Piketty, a French 

economist, who suggested that the rate of return on capital was 

typically higher than the growth rate of the economy. As a 

consequence, the stock of wealth should grow over time relative 

to GDP. If wealth is less evenly distributed than income, then 

growth should push the economy towards ever-higher levels of 

inequality. Mr Piketty summed up this up in the expression “r > 

g”, where “r”, which the authors calculate as the average return 

across all assets, both safe and risky, is well above “g” or GDP 

growth, at most times and places. Since 1870, they reckon, the 

average real return on wealth was about 6% a year whereas real 

GDP growth was roughly 3% a year, on average (see chart, 

right-hand panel). Only during the first and second world wars 

did rates of return drop much below growth rates. In recent 

decades, the “great compression” in incomes and wealth that 

followed the world wars has come undone, as asset returns 

persistently outstrip the growth of the economy [19]. 

 

 

Banking and bank regulation 

There is little argument that banks that started the GFC. Banks 

are special institutions at the heart of capitalism, providing the 

link between savers and borrowers: granting loans to those in 

need of credit and offering a safe place to lock away cash. Yet 

banks also have a dark side: they exist to manage risk, but often 

stockpile it too [20].  

 

To see why banks are vital, start with the finances of a typical 

household or firm. Their debts—mainly mortgages on homes, 

offices or factories—have fixed terms often with fixed interest 

rates. There is much certainty in that debt, 

but the financial assets of firms and 

households are not bound by such rigid 

terms. Deposits can be withdrawn with little 

notice, bonds and equity can be sold quickly 

if cash is needed or if investment tastes 

change. This combination of fixed-term 

debts and flexible assets is a comfortable 

set-up [20].  

 

However, one party’s asset is another’s 

liability, meaning banks cannot adjust their 

assets (the loans it makes) while their 

liabilities (customers’ deposits) can be 

called in overnight. If debts are called in more quickly 

(depositors rush to demand their money back) than assets can be 

sold (or a rush to sell assets forces cut-price asset sales), then 

insolvency looms. Managing that risk is what banks do: by 

banks holding a risky balance-sheet households and firms can 

have safe ones [20]. 

 

Since the maturities of their assets (long-term loans) and 

liabilities (short-term deposits) do not match up, banks tend to 

give themselves some margin for error. They build resilience 

into their finances in two ways. Liquid assets, e.g. cash and 

government bonds, can be sold quickly at relatively certain 

prices are a safety valve. If investors suddenly shun a bank’s 

bonds or depositors withdraw large sums, liquid assets can be 

sold to cushion the hit [20]. 

  

Second, balance-sheets can shrink for other reasons too. The 

value of a bank’s riskier assets—mortgages, bonds, loans to 

companies—can drop sharply if borrowers run into trouble. The 

danger is that the value of the bank’s assets could fall below its 

liabilities: owing more than it owns causes a bank to go bust. To 

forestall such failures, banks maintain equity. This represents 

the money a bank’s owners have invested in it. Equity takes the 

first hit when asset values drop. Since the bank’s owners absorb 

the loss, its creditors—bondholders and depositors—can rest 

assured that they will not have to [20]. 

 

Holding liquid assets and equity are costly. Some rough rules of 

thumb show why: the return on cash is zero, a liquid asset such 

as a government bonds might yield a measly 2-3%. In contrast, 

mortgages might generate 5% and unsecured lending closer to 

10%. Picking safe assets lowers returns. In addition, equity 

investors might expect a return (via dividends or capital gains 

on their shareholding) of around 12%, compared with the 4% or 

so demanded by bondholders [20]. 

 

This sets up a tension between stability and profitability which 

banks’ bosses must manage [20]. Capital in a bank does many 

things. The first job is to absorb losses, acting as a cushion to 

protect those who have entrusted the bank with their money 

from the mistakes of those who own and run the bank. The 

second job is to restrain bankers’ instinct for gambling by 

raising the stakes. Some banks had too little capital before the 

crisis. Their failure to manage that tension lies at the heart of the 

crisis [21].  

 

One simple equation explains their dire performance: Return on 

equity (RoE) = Return on assets (RoA) x Leverage. The idea is 

straightforward. A bank’s equity-holders gain when the return 

on its assets rises. Maximising RoE means holding fewer safe 

assets, like cash or government bonds, since these provide low 

returns. When returns on all asset classes fall, as in the early 

2000s, banks have another way to boost RoE: leverage (the ratio 
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of their assets to their equity). Banks can increase their leverage 

by borrowing more from depositors or debt markets and lending 

or investing the proceeds. That gives them more income-

generating holdings relative to the same pool of equity. In the 

short run, shareholders gain [20]. 

 

Of course, skimping on safety mechanisms makes banks riskier. 

Some banks maximised short-term profits by allowing liquid 

assets and equity to fall to historic lows while leveraging was 

out of control be the mid-2000s. The worst hit lenders could onl 

absorb $2 in losses on each $100 of assets. That helps explain 

why the US subprime market, although only a fraction of global 

finance, caused such trouble [20]. Banks exposed to the 

subprime market needed bail-outs not because the losses were 

large but because they entered the crisis with a dangerously thin 

capital cushion of about 3.5% [21].  

 

In the 2000s this became possible thanks to two sorts of 

innovation. The first concerned the very rules on banking under 

the original international capital accord (i.e., minimum capital 

requirements, supervisory reviews to assess risk, and 

transparency and market discipline concerning banks). Under 

the Basel I accord set l in 1988, banks were meant to hold 

capital worth 8% of their assets. Since some assets are safer 

than others, and some banks are better at lending safely than 

others, it seemed sensible to allow banks to calculate how much 

capital they needed, gauged by the probability of their own 

loans defaulting. Basel II, a revised set of rules in 2004, 

explicitly permitted this. Banks with creditworthy clients could 

hold the least capital; those pursuing riskier business held more. 

Yet financial models of the riskiness of loans failed badly when 

put to the test because they were based on data gathered in an 

unusually benign economic climate [21]. 

  

The second set of innovations concerned capital. Before the 

crisis, bankers and lawyers created new sorts of instruments that 

were supposed to be as cheap for banks as debt (interest 

payments in many countries are tax-deductible whereas 

dividends are not), yet still looked sufficiently equity-like to 

satisfy regulators. Each new tweak on a capital instrument just 

pushed the boundaries [21]. 

 

After the GFC, the main regulatory response were regulations 

under Basel III set in 2011. These were more stringent than its 

predecessors on four basic measures of safety. It requires banks 

to: (1) hold more equity, (2) hold more liquid assets, (3) 

leverage themselves less (the maximum asset to equity ratio is 

now 33), and (4) to rely less on short-term funding [2]. The 

work of implementing the new rules meant that national 

regulators had to keep two risks in mind. The first is that 

differences in rules, both between countries and between 

different markets, might encourage risk to migrate to darker 

corners of the financial system. Second, having come this far, 

rule makers needed to address bank resolution. The real test of 

regulation is whether a big bank can fail without hurting 

taxpayers [22].  

 

In countries where banks required bail outs or where the 

financial sector’s liabilities were much bigger than the economy 

(making bail-outs ruinous), regulators were determined to go 

further. The most radical option considered was to carve up 

lenders deemed “too big to fail”. Splitting them into smaller and 

simpler banks would make oversight easier and prevent a 

bankruptcy from upending the local economy or the 

government’s finances. But unravelling and reapportioning 

assets and liabilities could be impossibly tricky [20].  

 

Another alternative was to ban banks from the riskiest activities. 

In the US, a rule proposed by Paul Volcker, a former head of 

the Federal Reserve, prevented deposit-taking banks from 

engaging in “proprietary trading” (in essence, investing in 

stocks, bonds and derivatives using its customers’ money). In 

theory, the “Volcker rule” shielded deposits from traders’ 

losses. In practice, it is difficult to distinguish between trading 

conducted with a view to serving customers and that done solely 

for the bank’s benefit [20]. 

 

Regulators in Europe took a different tack. In both UK and the 

euro zone, they proposed “ring-fences” to separate customer 

deposits from banks’ other liabilities. Against them, banks 

would only be allowed to hold assets like cash, government 

bonds and loans to individuals and firms. Activities deemed 

riskier, such as trading in shares and derivatives and 

underwriting companies’ bond issuance, would sit outside the 

ring-fence, backed by a separate stash of capital. However, even 

with the new ring-fences in place, banks would still grant 

mortgages, which can be a risky business [20]. 

 

A third alternative is getting banks to hold an additional cushion 

of convertible capital and bail-in debt. Convertible capital 

instruments, usually known as Cocos, are the simpler of the 

two. These are bonds that turn into equity if the bank’s capital 

ratio falls too low [21]. 

 

Bail-in debt involves the banks converting some of their long-

term debt into equity. This is similar to Cocos, but would 

ideally apply to all of a bank’s long-term debt instead of just a 

thin sliver of it, making it more controversial. Surprisingly, 

bond investors are generally more comfortable buying bonds 

that could be bailed in than they would be buying Cocos. The 

difference is that the former would convert only when a bank 

actually went bust, at which point they would be taking losses 

anyhow, not when the bank was merely ailing. These sorts of 

instruments can take years and have yet to prove themselves in 

a crisis [21].  

 

All this turns banks from champions of capitalism into affronts 

to it, reliant on rigged markets and taxpayer subsidies. 

Regulators worked to change that. In a 2012 joint paper the 

Bank of England and the FDIC, the agency that insures bank 

deposits in the US, set out their approach. When the next bank 

big enough to threaten the entire financial system fails, 

regulators plan to use “living wills” that explain how to unwind 

its holdings. They will take control, replacing a bank’s 

managers and doling out losses to bondholders as well as equity 

investors [20]. 

 

The message was clear: regulators were not trying to prevent 

failures, but to prepare for them. The hope was that managers 

would react by holding enough capital and liquid assets to keep 

banks out of trouble [20]. 

 

Shadow banking 

Shadow banking applies to a range of financial institutions and 

activities. It includes long-established institutions like pension, 

insurance, private-equity and hedge funds, as well as newer 

ones like exchange-traded fixed income funds, which provide a 

vehicle for savers to deposit cash that is then invested in 

government and corporate bonds. Separating the activities of the 

“real banks” from shadow firms is hard. Some non-banks, such 

as private-credit lending arms, make loans just as banks do. And 

just as they did before the GFC, banks issue shadow instruments 

that are allocated in capital markets, such as mortgage-backed 

securities or bundled corporate loans. Banks also lend to 

shadow banks [23].  

 

In most countries banks dominated lending to households and 

firms. The US has long been different. Banks played a big role 

in economic development: John Pier Morgan was the muscle 

behind the railways rolled out from coast to coast during the 

1880s and a century later Citibank helped America Inc. expand 

abroad as globalisation took off. But capital markets played a 

big role too and is truer than ever [23].  

 

How banks are defined in the US has changed over time. 

Between 1933 and 1999 commercial banks were legally 
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required to be separated from investment banks, a quintet of 

which dominated US capital markets and were regulated 

differently. But all these firms had elements in common. They 

held only a fraction of their assets as reserves, and they 

borrowed short-term to make long-term loans or hold long-term 

securities. That exposed them to runs. Economic history is 

littered with the tombstones of banks that were felled when 

markets for illiquid securities seized up, or depositors rushed to 

withdraw their funds [23]. 

 

In the US and Europe the huge growth of money-market funds 

and of the shadow banking system in the decades before the 

crisis largely reflected a shift of risk away from banks to escape 

regulatory capital charges (see chart, US financial sector). This 

trend was reversed during the crisis but has resumed, with 

fixed-income hedge-fund activity and other alternative-asset 

managers growing much faster than banks [21].  

 

The banking sector looked largely healthy after all banks were 

hit with stricter capital requirements, while the “proprietary” 

trading that banks conducted with their own money were mostly 

killed off [13]. Investment banks were also safer, most of which 

are now part of big banking conglomerates. However, banking 

is being upstaged by a new wave of innovation in capital 

markets that has changed securitisation and debt issuance and is 

leading to more direct lending by other financial firms. As a 

result, banks’ corporate lending as a share of GDP, for example, 

stagnated at about 12%, even as they have rebuilt their strength 

and America Inc. indulged in a borrowing boom (see chart, US 

non-financial business debt) [23].   

 

New capital rules pushed risk-taking out of banks. Digitisation 

has given computers more decision-making power, created new 

platforms for owning assets and cut the cost of trading almost to 

zero. The result is a high-frequency, market-based system with 

a new cast of players and markets that operate at breakneck 

speed: the volume of shares traded in the US in 2022 was 3,8 

times what it was a decade before [24]. 

 

Fragilities in the financial system remain – but elsewhere, and 

in a different form. Former officials, analysts and investors 

warn that risks appear to have migrated from banks into a 

sprawling, multi-faceted investment industry which has grown 

tremendously since the GFC, partly by stepping into the void 

left by banks. A classic case is how corporate lending is 

increasingly done by the bond market, rather than banks, 

especially for bigger companies. Bonds now account for well 

over half of all global debt, according to the Bank for 

International Settlements. But as interest rates have stayed low, 

investors have piled into many riskier corners of markets and 

racier strategies to eke out greater returns [25].  

 

The new-look financial system is still loaded with risks. In 

2022, asset prices were very high: the last time shares were so 

pricey relative to long-run profits was before the slumps of 1929 

and 2001, and the extra return for owning risky bonds was near 

is lowest for the last 25 years. Portfolios loaded up on “long-

duration” assets that yield profits only in the distant future [24].   

 

This affects how central banks respond to crises. In 2007-09 the 

Federal Reserve intervened in capital markets but went to much 

greater lengths to prop up commercial and investment banks. In 

2020, during the Covid-related economic 

slowdown banks went relatively unscathed as 

capital markets seized up. Rather than acting as a 

lender of last resort to banks, the Fed became the 

market maker of last resort, intervening in credit 

markets with a total size of about $23.5trn. The 

scale of the intervention surpassed any other in 

history [23].  

 

Some argue that risks have grown because the non-

bank part of the financial system has not been 

adequately regulated. This could amplify what 

could become a full-blown financial crisis. 

Financial crises are not mere economic downturns, 

or even synonymous with plummeting markets. 

The early 1980s saw a painful global recession 

caused by the US Fed’s aggressive interest rate 

rises, but outside of parts of the developing world that borrow 

heavily in dollars, it was not a financial crisis. Nor was the 

global stock market losing nearly half its value in the early 

2000s, when the dotcom bubble burst [25]. 

 

Rather, financial crises are characterised by severe market 

instability, financial institutions keeling over, widespread debt 

defaults and even government bankruptcies. This causes the 

functioning of the financial system itself to break down, 

worsening whatever the core trigger was. Actions by central 

banks and government spending packages helped buoy markets 

after the brutal volatility of March 2020, when global equities 

slumped in the swiftest bear market in history [25].   

 

Two dangers stand out with the risks under the reinvented 

finance. First, some leverage is hidden in shadow banks and 

investment funds. For example, the total borrowings and 

deposit-like liabilities of hedge funds, property trusts and 

money market funds have risen to 43% of GDP in 2022, up 

from 32% a decade ago. Small investment firms that rack up 

huge debts without anyone noticing can default, imposing losses 

on its lenders. Second, although the new system is more 

decentralised, it still relies on transactions being channelled 

through a few nodes that could be overwhelmed by volatility. 

Trillions of dollars of derivatives contracts are routed through 

five US clearing houses [24].  

 

During the GFC, shadow banks controlled assets worth $98tn, 

according to the Financial Stability Board, making it slightly 

smaller than the global banking industry. In 2020 its heft stood 

at well over $180tn, almost a fifth higher than overall banking 

assets, thanks to a bull market run since the GFC and the 

encroachment into parts of the financial system that was once 

the preserve of banks (see chart, global financial assets) [25].  

 

With banks regulated and the rest of the financial system more 

lightly regulated, the result is regulatory arbitrage with some 

activities simply migrating to less regulated entities. But 

technology also facilitated a shift because it has promoted the 



18 

 

growth of payments and of bank-like activities outside the 

banking system. The stock of lending by banks and non-banks 

has slowly changed since 2001. The US deleveraged since the 

GFC (see chart, change in total debt). That was driven by the 

decline in mortgage debt, held by both banks and non-banks. 

Corporate debt, though, has reached an all-time high, and the 

bulk of activity is facilitated by shadow banks. Of the stock of 

debt that companies added since 2012, that lent by banks 

increased by just 2% of GDP. The stock that the non-bank 

sector holds rose by 6% points. Even though banks are flush 

with capital and liquidity it is the capital markets that have 

financed the bulk of the increase in corporate debt [23].  

 

Supporters of shadow banking argue the investment industry’s 

business model is very different from banking. Asset managers 

are its locus but use little leverage, and losses befall investors in 

individual funds, not asset managers themselves. Even in an 

improbable scenario where one of the industry’s giants goes 

bust, it should not require a government bailout [25].  

 

Post-pandemic bank runs  

The latest financial crisis hit in 2023 with the run on Silicon 

Valley Bank (SVB) in the US. As happens after every banking 

panic, the safety-net is being remade. And so regulators must 

again confront a profound question: how far into finance should 

the hand of government reach [26]? 

 

Banks are inherently unstable. They offer deposits that are 

instantaneously redeemable while holding long-dated, illiquid 

assets such as mortgages and business loans. The mismatch 

means even well-managed institutions are vulnerable to a run 

that might be sparked by a misunderstanding. The fragility of 

banks is matched by severe consequences if they fail: runs tend 

to be contagious events that can cause credit crunches and 

recessions [26]. 

 

Government props make the system more stable, but every leg 

of support requires fiddling to stop bankers exploiting 

taxpayers. Take deposit insurance, established in the US under 

the Glass-Steagall Act after the Depression. Although President 

Roosevelt signed it into law, he in fact tried to have it stripped 

from the bill, warning it would “lead to laxity in bank 

management and carelessness on the part of both banker and 

depositor”. Roosevelt may have lost the argument; it 

is nevertheless true that the more generous the 

deposit insurance, the less vigilant the depositor and 

the more it falls to regulators to ensure banks do not 

take excessive risks [26]. 

 

Another leg of support comes from central banks, 

which are meant to stop self-fulfilling panics by 

acting as a lender of last resort. In a crisis, central 

bankers follow a dictum attributed to Walter 

Bagehot, a former editor of The Economist, to lend 

freely, secured by good collateral and at a penalty 

rate of interest. This means deciding what good 

collateral is, and how much of a “haircut” (discount) 

to impose when valuing it. Precisely which assets 

the Fed or other central banks agree to lend against 

in a crisis will affect what assets banks choose to 

hold in normal times [26]. 

 

Central bankers have long been aware of the perils of offering 

too much support. In 2009 Sir Paul Tucker, then of the Bank of 

England, warned about central banks becoming the “lender of 

second resort”, freeing banks from having to worry about the 

liquidity of their assets, so long as these were deemed eligible 

collateral. Yet central banks are getting more generous. The 

Fed’s latest facilities barely seem Bagehotian at all, valuing 

long-term securities at par even when the market has heavily 

discounted them, and imposing an interest penalty of a mere 

tenth of a percentage point [26]. 

 

The logical accompaniment to the expansion of the banking 

safety-net would be rules to ensure that the wider net is not 

exploited. After the GFC of 2007-09 regulators deemed long-

term government bonds to be safe and liquid assets, which they 

assumed would be a source of liquidity for bankers to tap before 

they turned to the central bank when the next crisis arrived. 

Now the risks of long-dated assets have been made abundantly 

clear by rising interest rates, and the Fed and the FDIC carried 

the can after all. Regulators could respond by redefining the 

highest-quality liquid assets as bonds that are both short-dated 

and issued by the most creditworthy sovereign borrowers. To do 

so, however, is to take a step towards narrow banking, in which 

every deposit is backed by such an asset [26]. 

 

This trade-off—between the safety of the banking system and 

the power of regulators—used to be murky. Some central banks 

were deliberately ambiguous about what collateral they would 

accept in an attempt to keep banks on their toes. But new 

technology seems to be forcing the government’s role into the 

open. Many blame mobile-banking apps and social media for 

the speed of the run on SVB. If runs are now more likely, so are 

emergency central-bank loans, making collateral policy still 

more important [26]. 

 

The prospect of banks becoming de facto government-funded 

should alarm anyone who values the role of the private sector in 

judging risk. Yet the difference between deposit financing 

underwritten by multiple layers of the state and funding that is 

provided directly by the state itself is getting harder to 

distinguish. A more explicit role for governments in the banking 

system may be the logical endpoint of the road down which 

regulators have been travelling for some time [26]. 

 

The latest iteration of a classic bank run resulted in a central 

bank stepping in to backstop the financial system, or as 

economist dub the response, acting as “lender of last resort” 

(LOLR). How to prevent panics without sowing new dangers is 

perhaps the central question faced by financial regulators. The 

clearest evidence of the need for a financial backstop of some 

variety comes from the pre-LOLR years. There were eight US 

banking panics between 1863 and 1913, each delivering a heavy 

blow to the economy. The Federal Reserve system was created 

in 1913 as a response. Breaking the Fed into parts with regional 
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responsibilities did not allow it to respond to the Great 

Depression forcefully and in a coordinated manner [27].  

 

In the aftermath of that crisis the US established a true LOLR 

framework. The federal government introduced deposit 

insurance. To limit moral hazard, other tools such as deposit-

rate caps constrained banks, and this template has existed ever 

since. The authorities both provide support and impose limits. 

Getting the balance right is the difficulty [27].  

 

After the Great Depression, the Fed put an end to bank runs. But 

in the 1970s when inflation soared and growth softened, the 

financial system came under stress. On each occasion officials 

expanded their playbook. In 1970 they snuffed out trouble that 

originated outside the banking system. In 1974 they auctioned 

off a failed bank. In 1987 they pumped liquidity into the 

banking system after a stockmarket crash. In 1998 they helped 

to unwind a hedge fund. Even if each episode was different, the 

basic principles were consistent. The Fed let a few dominoes 

fall before it ultimately stopped the chain reaction [27].  

 

These episodes were dress rehearsals for the Fed’s maximalist 

responses to the GFC and the covid pandemic lockdowns in 

2020. Both times it created new credit facilities for struggling 

banks. It guided financing to troubled corners of the economy. It 

accepted an ever-wider array of securities, including corporate 

bonds, as collateral. It allowed big firms to fail – most 

significantly, Leman Brothers. And as markets started to work 

again, it retracted much of its support [27]. 

 

Each intervention has prompted a rethink of moral hazard. In 

the 1970s the concern was over-regulation. Rather than making 

the financial system safter, policies such as deposit-rate caps 

pushed activity to shadow lenders. Deregulation occurred little 

by little until after the GFC, and back came regulation. Big 

banks must hold more capital, limit their trading, and undergo 

regular stress testing. Heftier support from the Fed comes with 

stricter limits [27].  

 

Consider the implication of higher interest rates for the financial 

sector. In the spring of 2023 banks owned lots of government 

bonds, i.e., safe assets, that lose value as rates rise. The jump in 

the yield of 10-year Treasury from 1.5% at the end of 2021 to 

around 3.5% in 2022 (see chart, 10-year bond yields) drove 

down the value of a broad index of Treasury bonds by about 

10%. That inflicted over $600bn of losses on US banks, the 

most vulnerable of which – Silicon Valley Bank and First 

Republic – suffered runs and failed. The crisis was eventually 

forestalled by the Fed offering to lend to banks against the face 

value, rather than the market value, of their Treasuries, easing 

the pressure on their balance sheets [27]. 

 

The run on SVB or Credit Suisse look like another intervention 

rather than a radical new design. Both the US and Swiss 

governments pronounced that the actions were not a bailout, and 

that commercial solutions would be found. It is hardly the first 

time that uninsured depositors or shareholders would walk away 

without harm. But nor is it the first time, in the US case, that the 

Fed has let a couple of banks fail before introducing a credit 

programme that saved similar firms. However, in one important 

respect, the assistance was more lavish than in previous rescues. 

While providing emergency credit, it normally has been 

conservative in its collateral rules, using market prices to value 

the securities that banks hand over in exchange for cash. 

Moreover, it has aimed to lend only to solvent firms [27].  

 

In 2023, the Fed accepted government bonds at face value, even 

though their market value fell sharply. If it had to seize 

collateral, it could have suffered a loss in present-value terms. 

And the programme could breathe life into banks that, in mark-

to-market terms, were insolvent. These programmes are not 

permanent, and the special loans were capped at one year – long 

enough to stave off a crisis. If not, then the Fed would have 

been left holding bad assets on its books, absorbing financial 

damages that belong to the market. The lender of last resort 

risks morphing into the loss-maker of first resort [27].  
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